COMPUTATIONAL PROBLEMSOF ELECTRICAL ENGINEERING

Voal. 5, No. 1, 2015

CONSTRUCTION OF DISCRETE DYNAMIC MODEL OF PREDICTION
OF PARTICULATE MATTER EMISSION INTO THE AIR

Iryna Strubytska
Ternopil National Economic University, Ternopil, Ukraine
iryna.str@gmail.com

© Strubytskal., 2015

Abstract: Nowadays due to the negative influence
of manufacture on the environment, ecological situation
in many regions is dangerous. Thus the prediction of the
concentration of harmful emissions into the atmosphere
is an actual problem. Thereis a need to build models of
processes occurring in complex ecological systems
which can be based on historical data and be aimed to
detect the influence of different factors on such systems.

The building of a discrete dynamic mode of prediction
of particulate matter emission into the air is described in this
paper. The discrete dynamic modd has been deveoped
using the optimization approach on the bass of historical
observation data. The parameters of this modd are iden-
tified by using Rastrigin’s method of a director cone.

The results obtained by applying this model are
compared with redl results. The error of the developed
model of prediction isless than 3%.

Key words. mathematicd modding, dynamic
discrete model, prediction of emissions, parametric
identification.

1. Introduction

Nowadays, the problem of environmenta protection is
one of the important scientific tasks, which devel opment is
rapidly stimulated by the technical progressin all countries
worldwide. Rapid development of industry and significant
increase in traffic has lead to a thorny issue of preservation
of the ecological systems. Over the past decade ecological
sydems have experienced dgnificant impact  of
anthropogenic factors. Therefore, the prediction of changes
in characteristics of those sysemsisan actual problem.

Today the ecological situation becomes dangerous
due to the negative influence of manufacturing. In parti-
cular, it causes the river basins pollution, air and land-
scapes pollution, destruction of forests, plants, wild ani-
mals and fertile soils, groundwater pollution, acoustic,
el ectromagnetic and el ectrostatic pollution.

For ingance, the air is polluted with gas and aerosol
wastes (CO,, polycyclic aromatic hydrocarbons, CO,
NO,, SOy, ash, soot, etc.). The combustion of liquid
and solid fuel causes the emission of solid particles into
the Earth atmosphere, where they mix with air and make
an aerosol. Aerosols can be non-toxic (ash) and toxic

(CygHyg — potent carcinogenic compound). Gas emis-
sions can be toxic (NO,, S0,, NO, CO) and non-
toxic (CO,,H,0) as well. All triatomic gases (gases
with three atoms per molecule) are considered to be
“greenhouse gases’. After being emitted into the atmo-
sphere, these gases have a complex physicochemical and
biological influence on living organisms including peop-
le. The level of this influence depends on the concent-
ration of gasesin theair.

Tota influence of gas and aerosol emissons from
anthropogenic sources can lead to the appearance of dif-
ferent harmful ecologica effects. In particular, it can be
critical biosphere conditions, for ingtance atmosphere
deterioration, downfallsand acid rains, greenhouse effect.

That is why a question of predicting the concent-
ration of harmful emissionsinto the atmosphere istimely
and very important for preventing ecological problems
and reacting to them properly.

To detect the influence of different factors on comp-
lex ecological systems, thereis aneed to build models of
processes occurring in them. Such models can be based
on historical data.

The most effective way to solve this problem is to
use modern tools of mathematical modeling that would
be convenient for computer implementation.

2. Statement of problem

Using discrete dynamic models that were received
using optimization approach [1] is one of the promising
approaches to modeling. The main advantage of this
approach is its versdtility concerning both the class of
modeled objects and the mathematical presentation of
results. This approach can also be easily automated, so it
is suitable to the use of computationa methods oriented
to modern computing devices.

The method for development of non-autonomous
discrete dynamical models of systems with zero initia
conditions was proposed in [1-2]. This approach allows
building of relatively simple and reasonably accurate
mathematica models of linear and nonlinear dynamic
systems. Zero initial values of variablesin such systems
are natural. However, there are many technical and eco-
nomic objects whose way of operation depends on the
initial values of their state variables. The examples of
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such objects are generators, frequency dividers, electrical
grids, etc.

Some features of autonomous systems affect the
process of their constructing. They are: absence of input
influence and taking into account non-zero terms of initial
state. Therefore, autonomous mathematical modd s can be
used to predict the behavior of dynamic systemsin time.

The sysem of differentia or difference equations of
defined order is synthesized in the autonomous system
when modding of dynamic processes is carried out. The
solution of such system alows predicting the behavior of
the object in regard to given initid conditions. Information
that is necessary to identify the parameters of this modd is
obtained by analyzing the behavior of the object in the past.

Methods introduced in the classical theory of dyna-
mic systems are the most suitable for this kind of
modeling. Usually, dynamic processes in such systems
are periodic. In economic and ecological systems such
periodicity may be conditioned to seasonality (daily,
monthly and yearly). In general, the condition of perio-
dicity is not required while using autonomous models for
predicting the behavior of objects. However, predictions
are short-term when the periodicity is absent.

Let us consider a generalized mathematical modd of a
sysem in theform of discrete state-gpace equations [3]:
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where x®) isavector of state variablesthat characterizes
the current gate of the object; (k) is a vector of input
values, )r/(k) is a vector of output values, F,G,C,D are
matrices with unknown coefficients, which have to be
found when the model is being built; F(x® VX)) is
some nonlinear vector-function with many variables,
whose form and coefficients al so have to be found.

The autonomous discrete mathematical model |ooks
as follows:
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This form of the model, that is, the equation of the
system (1), is characterized by some set of unknown
parameterslI . For a particular model this vector consists
of elements of the matrices F, C and coefficients of

the vector function F ()'E(k)) .

The approach to building the mathematical model
used in [5-6] provides the optimization which takes the
form of minimization of the deviation of model behavior
from the behavior of the object, that is, the minimization
of some objective functionQ . This function may display

not only the accuracy of simulation of the system
behavior, but it may also consider some characteristics
of the moddl, for example, its complexity. As arule, the
objective function is the standard deviation of the model
behavior from the behavior of the object:

Q(I'):ékmr/- Yo,
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where | is a vector of unknown quantities (arguments
of the problem of optimization) which characterize the
structure and parameters of the macromode!; )'/ aretran-

sient responses (i.e. output values) which are calculated
using the model; §/¢are known characterigics of the
object.

In this approach the process of building of the model
is reduced to finding the value of the vector II at which
the function Q is be minima. Thus, the problem of

building of the modd is reduced to the search for a
minimum of the function which is used as a basis for

determining the vector of unknown parameters II .

This approach can dignificantly generalize the
proposed solution. However, this generalization requires
the application of complex optimization procedures,
which are difficult to implement even using modern
computer technologies.

The problem of finding the minimum of a nonlinear
function with many variables that is not described analy-
tically is quite a difficult task. In the process of building
the discrete dynamic models, the objective function
becomes a“ravine” function with many local minima.

Optimization methods based on Rastrigin’s method
of a director cone are considered to be the best for sol-
ving those tasks [2, 4]. Purposeful scan of local minima
can be done by this approach. It accelerates the process
of finding a global minimum of the objective function.
However, the considerable computational complexity of
this problem should be taken into account. Also, the sig-
nificant number of a priori data is used for the building
of the qualitative model. Therefore, computer time nece-
ssary for the implementation of optimization procedures
is also significant.

3. Building of discrete dynamic model of
prediction of particulate matter emissions

Ecological systems can be characterized by seaso-
nality. The most important tasks which have to be solved
during the investigation of seasonality are:

1. detecting the presence of seasonality and ob-
taining the numerical expression of season oscillations;
finding out their strength and character in different
phases of the year cycle;

2. determining the factors which cause the season
oscillations,
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3. edtimating the consequences which cause
season oscillations;

4. mathematica modeling of seasonality: in order
to built the strict model of ecological system the
presence of seasonality should be considered. It means
that the analysis of data obtained during last weeks,
months and years should be done.

In general, the seasonality condition is not obvious
regarding the use of autonomous models for the
prediction of objects behavior. However, when it is
omitted, the forecasts are mostly short-term.

Let us consider the problem of predicting the
harmful emissionsto illustrate the proposed method of
the building of dynamic discrete autonomous models.
Particul ate matter, also known as particle pollution or
PM, isa complex mixture of extremely small particles
and liquid droplets. Particle pollution is made up of a
number of components, including acids and salts
(such as nitrates and sulfates), organic chemicals,
metals and soil or dust particles. Those are the
particles that generally pass through the throat and
nose and enter the lungs. Being inhaled, these
particles can affect the heart and lungs and cause
serious health effects [5].

The data for our research have been taken from the site
[6]. Those are the pollutant concentrations obtained in the
system of automatic monitoring stations, including results
for the current ate of air qudity and the results of manua
and automated measurements. The data were collected from
18 automated stationsin Silesiaregion (Poland).

Monthly indicators of PM;q(particulate matter)
emissions into the atmosphere in the city of Katowice
(Poland) collected for three years (from January 2009 to
December 2011) are known. According to these data, a
mathematical model is to be built that would alow
predicting monthly emissionsof PM;q into theair in the

future years.
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Fig. 1. Location of automated stations which perform
ecological monitoring.

To build alinear model the Kozak algorithm [7, 8] is
used. At this stage, the main task is to find the matrix F.
This matrix reflects the qualitative behavior of the
model. The procedure of finding this matrix is quite
laborious, because, as it is mentioned above, the object-
tive function is multiextremal. Rastrigin’s method of a
director cone with options for adaptation of the search
parametersisused for the optimization [7].

The series of models from thefirst to the ninth order
has been built. It is done in order to determine the
number of state variables at which the model is the most
adequate. The least error of the forecasting has been
received with the help of the ninth-order modd.

Based on the set of experimental data, the following
model has been obtained:
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Anaysis of the system of discrete equations (3)
shows that this model does not represent sharp jumps of
output value at theinitial time.

The next step in building the mathematical model is
introducing a nonlinear functionF(>'2(k)) to the linear
model, thus making it a nonlinear one;
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The value >'2(0) for prediction years 2012, 2013, and
2014 is determined by the following approach: nine
months of the year 2012 are used for determining )r((o) ,

because the vector >'2(0) consists of nine components.
After solving the system of equations (2), we obtain the
values of theinitial vector of state variables asfollows:
X0 =[- 108677,41 - 17811,38 7720899 6204479, 08
251329,79 - 3640832 1118247,57 - 4668,03 244512, 39]

For comparison, the real data on emissions of
particulate matter into the air and the data obtained with
the use of the devel oped model are presented in Fig. 2.
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Fig. 2. Real and predicted monthly emissions of particulate
matter in Katowice.

The error of the developed modd is determined by
the formula:

n * 2
e :j/n\/ké ((y(k) -y (k))/y(k)) %00 % ,
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where y(k) is the rea value of the k -th discrete of the

transient response, y*(k) is the modeled value of the k -

th discrete; n is the number of discrete values of the
modeled transent response.

The error of the model prediction calculated on the
basis of the experimental datais of 2.95 %.

As follows, building of mathematical models with
the use of optimization has features associated with the
lack or insufficiency of input values, and output varia-
bles are functions, whose character is determined only
by the initial state of the system. This leads to the ne-

cessary changes in the procedure of building the model
and algorithm optimization.

Using these features, an autonomous model of emis-
sions of particulate matter in the air in the city of
Katowice has been built on the basis of historical ob-
servations. The error of the prediction made by the de-
veloped model islow. Thus, the optimization approach is
suitable for constructing mathematical models of auto-
nomous objects and can be successfully used in practice.

4. Conclusion

The process of the building of the discrete dynamic
model for predicting particulate matter in the air is
shown in this article. Rastrigin’s method of a director
cone is used for the optimization of parameters of the
autonomous model. The results obtained by using the
model are compared with the experimental results.
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MOBYJIOBA JUCKPETHOI
JTAHAMIYHOI MOJEJI
IMPOI'HO3YBAHHSA BUKU/IIB
TBEPJIUX YACTUHOK ¥ IOBITPI

Ipuna Crpyouipka

CporozHi 4yepe3 HEraTMBHMH BIUIMB BHUPOOHMITBA Ha
JOBKUIIISL €KOJIOTiYHA CHTyalis y 0araTboX perioHax €
HeOesneynoro. Came ToMy mepenOadeHHs KOHLEHTparLii
LIKIZUTMBUX BUKHIIB Y aTMOC(epy € aKTyalbHOI IPoOIEeMOLO.
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IcHye morpeba y moOymoBi Mozenei mpomnecis, 0 BUHUKAIOThH
Yy CKIAQIHHUX €KOJOTiYHHMX CHUCTEeMaXx, SIKi MOXyTb 0a3yBaTHCh
Ha iCTOPUYHMX JaHHX Ta MaTH 33 METy BU3HAUCHHS BIUIUBY
pi3HuX (haKTOpiB HA TaKi CUCTEMH.

VY crarri omucaHo NOOYZOBY AMCKPETHOI IMHAMiYHOL
Mozieni nepenbaueHHs emicii TBEpAMX YACTUHOK Y IOBITPSL.
JluckpeTHy IMHaMiuyHy Mozels Oyno 1oOygoBaHO 3
BUKOPHUCTaHHSIM METOJly ONTHMi3allii Ha OCHOBI 1CTOPHYHHX
nanux. Ilapamerpu i€l Moneni BH3HAUEHO 3a JOMOMOIONO
METO/ly CKepOBYIOHOro KoHyca Pacrpirina.

Pesynpratn, oTpuMani 3a Jjomomororo Iii€i  Momeni,
MOpiBHIOIOTBCSA 13 peaJlbHUMU  pe3yabraramMu. [loxubka
po3pobiieHoi Mozeni € MeHIoro Bix 3 %.
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