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Research and development in the field of data mining in natural language texts and ontology’s 
machine learning are analyzed. The necessity of automation building features for interpretations of concepts 
and relations in the ontology is given. The method of selection descriptive logics (DL) predicates from 
natural text is described.  There is shown that this algorithm must be multistage and involve hierarchical 
multilevel recognition procedure for concepts, relations, predicates and rules are taken to the resulting 
ontology.  English words correspond to some built-in predicates software tool Protégé-OWL are defined. 

The text corpus consists of some text documents; each of them contains one to 10-20 sentences. These 
sentences are in sequential logical connection. The text is divided into an ordered set of sentences. Above 
these sentences consecutively basic procedure of recognition are executed. Complex sentences are divided to 
simple sentences by parsing tools. In the process of separation there is performed substitution of pronouns 
nouns of the first part of the sentence to which these pronouns refer. Preparation of proposals is carried out 
so as in the future the algorithm can clearly identify all the concepts involved in the allegations contained in 
the sentences. There are different generalized concepts (classes) and specific concepts (instances of the 
corresponding classes). After that there is finding the relationships corresponded to built-in predicates DL. 
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