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Summary

In practice, information on statistical characteristics of series mode interference is available only in certain
cases. Moreover, for this or that reason input variables are measured inexactly, and their values can be specified
with some uncertainty. The identification task is significantly complicated when the measuring signal passes
through a natural channel with unknown statistical characteristics. This is, for instance, the case with well
drilling when axial weight on the drilling bit and drilling bit rotations per minute are gauged by above-ground
devices. The study resulted in developing a method of building polynomial empirical models for a case when
input factors are fuzzy variables with known Gaussian membership functions. The output variable of the model
was shown to be also a fuzzy variable in such conditions; the corresponding membership function on the basis
of which the identification task is formulated was obtained. To determine the parameters of the model with
fuzzy input factors, the least square method was applied, which allowed obtaining a respective formula
incorporating the information on input factors fuzziness.

Keywords: model; polynomial relationship; membership function; fuzzy numbers; method; model
parameters.

1. Introduction

Empirical models are conventionally developed using the least square method, which makes it possible
to describe a relationship between a certain set of physical quantities. This relationship can be obtained
as a result of a theoretical study or an experiment. Should a mathematical model result from theoretical
reasoning, it reflects relationships between a certain set of factors in the analytical form only within
the accuracy of some parameters. If a mathematical model is developed on the experimental basis, the model
structure is often postulated. In both cases, data on the object under study should be used for creating
a model, which would allow making conclusions on the accuracy of the model’s representation of the
real object.

2. Review of contemporary publications

In its general statement, the problem of describing empirical relationship using parametric regression
suggests that the specified function is identified within the accuracy of some parameters which are selected in
order that a particular criterion of approximation between experimental and respective calculated data has a
minimum value.

Such classical statement of the identification problem assumes that the structure of the model is known, and it is
often chosen to be linear with respect to the model parameters.
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The other way of developing empirical models supposes that the model structure is unknown [1], and therefore
an external criterion is used to select it. This approach to empirical model creation resulted in two methods. The first
one is known as group method of data handling (GMDH) [2], [7]. The other one was denominated combinatorial
method [3] selecting the best model by searching through the whole set of models which can be created from the
polynomial model.

Inductive method of models self-organization is implemented in stages, the first one being generation of
candidate models in a certain order of complexity and the second one selection of the best model according to a
selection criterion [3].

There are two major ways of generating candidate models.

The first way is combinatorial method, which selects models out of a more general one by assigning zero value
to some coefficients of its equation. As a result, a set of models is obtained. The best model is selected on the basis of
one of the selection criteria [3].

The drawback of combinatorial method of model selection is the need to sort out a large number of models. If an
m -degree polynomial is chosen as a base model, the total number of candidate models amounts to 2" —1, where M
is the total number of terms in the complete m -degree polynomial. Even modern ECMs are not capable of
implementing such algorithms for a large number of variables and high degree of the polynomial. GMDH produces
models which feature intermediate variables for every selection set, which significantly complicates transfer to the
input variables of the system being simulated.

Out of the two methods, combinatorial method is more viable, since it allows obtaining a model in which the
arguments are input variables of the system. To eliminate the problem of large dimension, the genetic approach was
suggested [4].

When implementing these methods, it is assumed that exact values of physical quantities being
the system variables are known. Apparently, such an assumption somewhat idealizes the conditions
of observation of the operating object, since any physical quantity is measured with a certain error,
this entailing the need to take into account the effect of measurement errors on the accuracy of empirical
models [5].

Information on distribution laws and statistical characteristics of measurement channels is
hardly available, as engineering practice shows. Typically, one can specify a range to which a measured value
of a certain physical quantity belongs. In such cases a specific value of a measured quantity should
be considered as a fuzzy value, which necessitates development of methods taking aboard fuzziness of input
data [6].

The research aims at developing a method of identifying technological objects on condition that experimental
data used for construction of empirical models are fuzzy values.

3. Discussion of the major outcomes
The object under consideration has m inputsx,, i= 1,m and one output y . The relationship y = f (f), where

¥=(x.x,.... x, )T , will be sought in the form of regression dependence

n

y=Ye [+ (1)
i=1

7=0

where ¢, are polynomial coefficients; ¢, are degrees of the arguments which are to satisfy the following

constraint:

m

D, <r V.

i=1
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The number of terms n in polynomial (1) is determined using the formula below [1]:

_(m+r)!
omlr!

)

If variables x,, i = 1,m are measured error-free and the value of y is affected by series mode interference

with normal law of distribution, parameters of this law are invariable for all observation points. In this case,
to determine the parameters of model (1) the least square method can be used. If variances of series mode
interference are known but differ in different observation points, the generalized least square method is
applicable.

In practice, information on statistical characteristics of series mode interference is available only in some cases.
Besides, for various reasons input variables are measured inexactly, and their values can be specified with some
uncertainty. The identification task becomes fairly complicated when the measuring signal passes through a natural

channel with unknown statistical characteristics. For instance, this occurs in well drilling when axial weight on the
drilling bit and drilling bit rotations per minute are gauged by above-ground instruments.

In such cases input variablesx,, i = Lm can be naturally interpreted as fuzzy variables with the membership

function as follows:

},L(xi)=exp —2—2 5 (3)

, o, i=1,m are mode value and fuzziness parameter of membership function, respectively.

i

where x"”

Membership function of the input variable can be defined as
(v-a)
n m y —_— av
H00=P{§:%Ilﬁ%J=®m e | (4)
j=1 i=1 ¥

Parameters a, and o, of membership function (3) are determined using rules of arithmetic for (L—R) type

fuzzy numbers in Gaussian-basis sets [8, 9].
Based on the structure of model (1), determination of parameters @, and o of the membership function (4)

requires such operations with fuzzy numbers as addition and multiplication of fuzzy numbers, and multiplication of a
fuzzy number by an exact one.

Let 4, =(al,ocl, 1) and B,, =<a2,oc2, 2) be (L-R)type fuzzy numbers, whereq,, a,are mode values;
o, a,, B, P, are left and right fuzziness coefficients. Then parameters of fuzzy numbers

C,=4,+B,= (a,oc,B), C,=4,B,= <a,oc,[3> and C,, =q4,, = (a,oc,B) are calculated using the following

formulae:
a=a +a,, o=0a,+0,, =0, +B,; (5)
a=aa,, o=a0,+a0,, B=af,+apf; (6)

a=qa, a=qa,, B=4gp, . (7



38 Mykhailo Horbiychuk, Taras Humeniuk, Dmytro Povarchuk

Let us determine the sum of n fuzzy numberss = Zzi , for each of which membership function is defined with

i=1
the formula similar to formula (3). Obviously, z\** = <az'i,oczj,oczj>. Then, s, , =z, +z,. According to formula (5),

(LR)

Sia = <alwz,OL|”2,OL|”2> ’ where a,=a,+ta,, o ,=0,+0a,.

. _ _ (LR) _ _ _ . .
Since S5 =4 +Zz + Z3 =8, + Zys then S5 = <al,,3’alw3’alw3> H where a,,=4a, + as, alﬂs - OLl,vz + a:s . Takmg nto
account the values of @, anda,,, we obtain g ,=a,+a,+a anda,,=0a_ +o_,+o0_. In a general case,

continuing this iteration process will result in the equations,, = <as 0L, ocs> , where
n n
as :Zazi s as zzazi . (8)
i=l i=l

Using formula (6), it can be shown that if S = ZC,Zi , thens,, = <as ,ocs,ocs> , where
i=l

n n
as = Zciazi ) as = Zciazi . (9)
i=1 i=l

For the product of m fuzzy numbersV=Hzi, where 2" =<azyi,oczj,oczj>, V., =zz,. Let us define

i=1
parameters of the fuzzy variableV}" =(q,,,0,,,0,,). According to the formulae (7), a
— ; — — (LR) _
anda,, =a,0_,+a_,o,. Then we can write down thatV, K =zzz =V ,z,, andV,’ = (alvj,oc]”},oclvv}),
respectively. We find that g, =gq,,a, and o, , =aq ,0, +a,a, ,. Taking into account the equations for
alv,Z and al,vZ s we Obtaln alv,3 = a:lazza:3 and al,} = a:la22a23 + a:} (azlazz + a:ZG’:I ) = a:la:Z(X’ZS +a:la:3a:2 + a:Za:Za:I *
; — (LR) _ ; — —
Since I/l”4 - K,,3Z4 and VLA - <al,v4’al,,4’a’lv,4> ’ then accordlng to (7)’ 4,=4a,4, and a,,=a,0,+a,0,;. If the
previously defined g, anda,,are taken into consideration, then g ,=a.a,a,a, and

al,,A = a:la:2a53a:4 +a:4 (azlasza:Z +a:la:3a:2 +a:2a:3azl ) = = a:lazza:4a:3 + a:la:3a54a:2 + a:2a53a54asl *

Summarizing the obtained result, we arrive at the conclusion thatV,, = (ay,ocy , ocV> , where

i=l

aV = Im Iaz[ D aV = :m :azi Imlalk . (10)
=l k=,
ki

Using formula (10), the degree of (L - R) type fuzzy number can be found. If z, =z, =---=z =z, then V' =z"

andV,, = (aV,OLV , aV> . Therefore,

m m-1

a,=a,, o, =mo.a ,m=2. 11

The obtained results enable finding membership function },l( y)of output variabley. Let us

designate z, =fo’” . Then model (1) will be represented by y=2cl.zl. and y,, =<av‘,,oc),,oc)_>. According to
i=1 j=0
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n

formulae (10), a, = ) c,a, anda, = ch.ocz, . Now let us find expressions for @ anda._, for which we introduce
=0 =0

another fuzzy variable p,(j)=x" and p" ()= <a,,,» (J).o, ()., (])> Then, z, = ﬁpi (/). In correspondence
i1

with formulae (10),

a; :I Iapz(j) and &; = 4 0‘,,,»(]')! lIapk (]) (12)
=l i=] k=1,
ki

In view of the fact that pi(j)zxf”andxi("”)=<x(°),ocxi,oc >,i=l,m, then according to formulae

i xi

i

(1), a,(j)= (xfo))% La, (j)= (xfo))w ando, (j)=0, (x(o) )Wl o, . Inserting the obtained results into formulae

m m

(12) will result in a, =H(x,.(°) )%' ando, =i(pﬁ(x.(°) )%_l ocxiH(xfo))W. Since a, and o are defined, we
= k=1

v
i=l ,
k#i

will obtain

n m m

TT60T 0= o, () TT6) | ®
=0

i=1 k=1,

i~

. . . . y ,
A next step will be to define vy -slice for membership function (4). Then, exp —2—2' =v.

From the previous equation we derive

f 1
y=a,+a, [In—. (14)
v v v

Inserting a, and o, from (13) into formula (14) will result in the following expression:

m m

v=Ye | TIE)" + 4] Yo, ()" a TT(")" || (15)
J=0 i=l i=1

i=] i k=1,
k#i

where 4 = /lnl.
Y yZ

This result suggests that taking into consideration fuzziness of input data causes a certain “penalty”, the value of
which is determined by the parameters of membership function (3).

Now the task of fuzzy identification can be restated — to determine the parametersc,, j=0,n—1 of the model (15) so as

to minimize sum of squared deviations of calculated values defined by expression (15) from the output values
J@)=20-0), (16)

where y, is calculated output value for each observation point.
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Let us assume that observation covers input variables x 9 designated by X, Q= 1,m and form a matrix

LT | o () e H( LTI ) Sou (=) e H( )

o] T et S )| T o S T )

i=l

[T ) S () e TT)
= =,
k#i

Consequently, y = Fc and functional (15) will be expressed as follows:

J(@)=(7-5) (T-7). a7

where Y =(¥,,Y,,...,%, )" is output value vector in every observation pointt =L, N ; ¥ =(,,»,.....»,) is the vector

of output values calculated by equation (15) in every observation point.
Minimization of functional (17) with respect to vector-variable ¢ results in ¢ = M ' F"Y [10], where M = F'F
is a Fisher matrix.

Let us assume that the relationship between the input and output of an object is described by expression
(1), andm =2, r=2. The number of terms of this regression dependence can be calculated using formula

2)-n=6
As a next step, we designate:

m

7(70,)= 20, ()" e TT()"
ki’

Then we form a matrix of degrees of regression model (1)

P Py Py Py Py (P5|:|=|:0 1 01 2 0:|

o =
P, Py, Oy @y 9, Oy 00110 2

Let us calculate f(X,0, ) =@, X" oa,x{ +¢,x a,x™ . Using values of ¢, andg,, we obtain

f(x.9,)=0.
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Similarly, we find that
v _ o1 P12 P12-1 o

f(x’q)n) =0, (x’xl‘xz + P, X, axle - axl >
v _ 9211 ¢ 9221 P21

f(x’(pZi ) =0y X a’xlxz + DX, (x'xle - a,

- — @311 032 932-1 P31
f(x’(p3’) - (p3lxl (x’xl‘xz +(p32xz axle - axlxz + axle b

1
- _ @411 P42 -1 P41
f(X,(P4i ) = QX (AN + PpXx,” A,Xx = 2axlxl ’

bl _ 9s1-1 052 9521 P51 _
f(x’(pSi) =0Q5x X, +(P52x2 QX" = 2ax2x2 .

x

Therefore, taking aboard the fuzziness of input variables, the output of the object (m=2, r=2) will be
represented by the empirical relationship as follows:

y=c,+c (x] +4,0, )+c2 ()c2 +40, ) +c, (x]x2 +4, (xIOsz +x,0., ))+
2 2
+c, (x] +24,0,x, )+c5 (x2 +2Ayax2xz).

Ify=1, then 4, =0, and we come to a well-defined identification task in which mode values of the input

variable are equated with their directly observable values.

4. Conclusions

There was developed a method of constructing a polynomial empirical model, assuming that input
factors are fuzzy variables with the defined Gaussian membership function. It was shown that the obtained
empirical model is also a polynomial in which an input factor has an additional component as a “penalty” for
fuzziness of input data. The least square method was applied to find the parameters of the fuzzy empirical
model.
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AHoTalifa

Ha mpaktuii iHdopMariiss mpo CTaTUCTHYHI XapaKTEPUCTHKH aIWTUBHOI TEPEUIKONN € TOCTYITHOK JIMIIC B
OKpEMUX BHIaJKaX. BB TOro, BXiHI BEIUUNHM 3 TUX YU iHIIUX MPUYUH BUMIPIOIOTHCSA HETOYHO i IXHI 3HAYCHHS
MO)KHA BKAa3aTH 3 JEIKOK HEMNEeBHICTIO. 3amava igeHTH(]iKallisl 3HAYHO YCKIAJHIOEThCS Y THX BHIIQAKaX, KOJH
BUMIPIOBAILHUI CHUTHA MPOXOMUTh Yepe3 NMPHUPOIHHMN KaHAT 3 HEBIJOMHUMH CTATHCTHYHMMHU XapaKTCPUCTUKAMHU.
Taka cuTyallisi TparusIEThCs, HAMPHKIAM, MiJ 4ac OypiHHS CBEPUIOBHH, KOJH OChOBE HAaBAaHTAXKEHHS Ha JOJOTO i
yacrora HOro OOEpPTaHHSA BHUMIPIOIOTHCS HA3€MHHUMHU NpWiIagaMu. Po3poOieHO MeTon MOOYIOBH EMITIPUYHUX
MOJIeNICH TOTIHOMIAIbHOTO BUTJIAY JUIS BHIAIKY, KOJH BXiAHI (DAKTOPH € HEUITKMMHU BEIMYMHAMHU 3 BiJOMHUMHU
(G YHKIISIMA HaJISKHOCTI TaycoBoro Tuimy. [Toka3aHo, 110 32 TAKUX YMOB BHXiJHA BEJIMYMHA MO € TAKOXK HEYITKOIO
BEJIMYMHOIO Ta OTPUMaHa BiANOBiAHA (YHKIIS HAJIEKHOCTI, sIKa € OCHOBOIO I ()OPMYBaHHS 3ajadi ieHTUdiKaii.
Jlnst BU3HAYCHHS MapaMeTpiB MOACHi 3 HEYITKMMH BXiTHUMH (haKTOpaMH BHUKOPHUCTAHO METOA HaWMEHIIHX
KBaJpaTiB, IO JaJ0 3MOTY OTPHUMATH BiANOBIAHY GOPMYIY, Y CTPYKTYPY SIKOi BXOOHUTH iH(OpMAIis PO HEUITKICTh
BXiZHUX (paKkTOpIB.

Koaro4ogi ciioBa: Mojienb; noniHOMiaJIbHA 3aJI€XKHICTh; (DYHKIIiS HAJISKHOCTI; HEWIiTKI YHCIIa; METOJ; TapaMeTpH
MozeJIi.



