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Abstract. This paper is devoted to the problem of
reducing the time for processing of the requests that
arrive at a data center to be serviced, taking into account
a topological structure of the center. However, to take
into account the structure of the data center is not
enough, an important factor while servicing the requests
is survivability of such a structure, because when the
structure is stable, the system performs faster and
redirects the required service to a user. In this paper,
there is a method proposed for assessing stability of the
structure of virtualized data centers taking into account
intensity of the requests that arrive at VM. This will
allow based on the structure stability at a particular
moment the recalculation of an optimal transmission
route to be skipped that will reduce service delays.
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1. Introduction

Distributed computing is a new branch in IT. It
embodies a set of access technologies and systems that
must provide end users with necessary services. The
main component of cloud computing is a cloud system,
which using the service component replication and large
amounts of computing resources can ensure that any
request of service will be processed with the lowest
delay. The diversity of such requests and their
processing would not be possible without virtualization.
In cloud systems, the virtualization is a technology that
allows abstracting from hardware to the point where
software stacks can be deployed and put into action
without binding to a single physical server. The
virtualization contributes to creating a dynamic data
center where servers are arranged into a pool of
resources that can be used in case of need, and where
applications for computing, storage and networking
resources will change dynamically to fit needs. A user
has access to his/her data but cannot control or does not
have to take care of infrastructure, operating system, and
his/her own software to deal with. However, there are
very important aspects of providing cloud services:

service rate, availability of free channels and necessary
throughput to satisfy the users’ needs. The rapid
development of info-communication networks sets
higher and higher requirements to the service providers
[1]. That is why the accelaration of service provisioning
is a very urgent question.

2. Statement of the problem

The advantage of cloud systems when performing
distributed computing is the possibility of a dynamic
deployment of virtual machines on servers depending on
the users’ requests that arrive at a data center and the
possibility of dynamic migration of virtual machines
from one server to another. A data center is the whole
complex of engineering and IT systems that is an
integral part of a great number of telecommunication
structures. It must ensure a single information resource
with guaranteed levels of authenticity, availability and
data security. However, the virtual topological structure
of such data centers is very unstable and can change
dynamically, especially due to the migration of virtual
machines form one server to another or even to another
data center. Migration is a process enabling to shut down
a virtual machine on one physical server, perform all
necessary preparations in case they have not been done
in advance to transfer a set of data belonging to this
particular virtual machine to another server, and then
start up the machine on this server, i.e initialize the
virtual machine assigning a new IP address [2].
Redirection of the requests to another logical or physical
channel will impact on the total service time. That is
why such an “unstable” structure of the data center will
cause greater delay in request servicing. Thus, one of the
research tasks is to decrease the time assigned to service
the requests arriving at a data center considering its
logical topology. However, taking into consideration the
structure of a data center is not sufficient. The important
factor that must be considered is vitality of such a
structure because the more stable the structure is, the
faster the system performs and redirects the requested
service to a user. Many scientists have analyzed this
problem. For instance, in [3], the authors have evaluated
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survivability and performed an analysis of "typical"
structures (star, ring), in which the emergence of new
units does not significantly impact on service delivery to
an end user. The model proposed in [4] is intended for
evaluating the efficiency of a highly virtualized cloud
center with the Poisson distribution of the tasks, and the
normal distribution of the task size. The model is based
on a two-step approximation technique where the basic
Markov process is first modeled as a built-in semi
Markov process, which is then modeled as a Markov
approximated process, but only when super tasks are
received. However, this model does not involve
changing the position of the virtual machines and the
resulting impact on the time of service provided to an
end user

That is why in this paper, we propose a method for
evaluation of data center's structure stability considering
the incoming requests intensity. This will make it
possible based on the data concerning structure stability
at particular moments of time to avoid recalculating an
optimal transmission route that in turn will result in a
decrease in service delays.

3. Implementation of route search algorithm with
minimal transmission delay criteria

A cloud data center logically consists of five main
levels: aggregation, access, applications, storage, optical
channels. Form the perspective of logical topology, outer
servers of the main distributing subsystem are logically
separated from the servers that host HAD subsystem
application, which in turn are separated from the servers
that host EDA subsystem. The traffic is first transmitted
from a client to an outer server, then from the outer
server to the application server and, finally, from the
application server to the database servers. The logical
separation implies that each level is a special functional
zone and has its own logical channels. A request of
service is transmitted through the physical channels to
the aggregation level when the management system
searches for and provides necessary service resources.
Here, the resources are the availability of free physical
servers with necessary software installed. At the access
level, based on free physical and logical channels, the
resource allocation system finds necessary resources,
and executes the request processing in order to access to
a respective service. Between the levels of access and
application, allocation of physical channels, as well as
startup of an algorithm for searching logical channels to
get access to virtual machines take place, making use of
the routing algorithm. It should be mentioned that one
physical machine can host scores of virtual machines
that can execute only one type of a software complex.

Access to and search for both an optimal physical
and logical route of transmitting requests to the software

on the virtual machines for a service to be provided are
performed using an algorithm of minimal spanning tree.
[5] However, such an algorithm automaticly blocks the
redundant at this particular moment connections for full
coherency of the ports, and as a result cannot ensure
sufficient quality of service. The metric of this algorithm
takes into consideration a current workload of the
channels only towards the “central” physical machines
(those that receive the greatest number of requests) and
does not analyze the structure of other connections, i.e.
does not have the ability every time to analyze the
topology between the virtual machines. Such an analysis
becomes necessary especially when parts of the
virtualized data center migrate from one server to
another.

Let us assume that a user sends a request of service
to a cloud data center. The data center initializes the
assignment of the physical server that hosts the
necessary type of service. When a few requests arrive at
the same physical machine, the performance of such
services drops, for the service access to the resources of
the physical machine is scheduled according to the time-
division method. As a result, when the number of
services on one physical machine increases, and when
the intensity of incoming requests to the given PM
increases, and when there is a rise in the intensity of
incoming requests of all services on this PM, then the
request processing time by each service increases. In
case the service performance goes down, the
management system transfers this service to another
physical machine. In this case, the total time of request
processing including the time to transfer a request from a
user to a data center and backwards can be calculated as:

n—1

n
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where 7 is the number of requests; f,,» represents the
time of passing a request through a switching system;
1.« denotes the time of searching request transmission
channels; 7,5, is the request processing time which is the

total time of request processing by the service and
consists of k- atomic services:
k

t06p. = Z]:ta.c. > (2)

The optimal transmission route changing, the time of
transmission channels search increases - ¢, ,, that in turn
will cause an increase in the transmission time. In order
to decrease this time, we propose to use an algorithm of
route search based on the minimal transmission delay
criteria [6]. This algorithm calculates an optimal
transmission route based on dissemination of
information and changes in network topology.
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The metric of this agorithm is determined by the
formula below:
z*minC{:J_'+
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where K; is the coefficient set by a network administrator
for configuration of the composite metric; min C stands
for the minimal value of the throughput along the route
used for data transfer; L represents the load of each
section of the network; D denotes the tota delay on
interfaces; R is the route reliability. In fact, the problem
of decreasing the time necessary for servicing the
requests that arrive at a data center, considering the
topology of this data center, comes to a decrease in the
average summary delay D. However, such a delay must
satisfy the following conditions:

iéﬂﬂ) 4
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where P,,, represents the probability of system structure
stability, W (n) isthe load of the vertices during the
interval 7, C denotes the throughput of a communication
channel, Deg n is the number of edges connected to the
vertex n. For the algorithm of optimal route search based
on the minimal transmission delay criteria, the delay
equal s 100 microseconds when the speed is 100 Mbit/s.

Specifies the number of
VM n and form graph
G={Vn,E}, where Vn—
set of verhices E —

The delay can be reduced only in case the structure of
the data center is stable during the period T. For the
structure stahility (vitality) to be evaluated, we propose a
method involving the assessment of network structure
(network model), the load of each virtual machine at the
moment of time T, and al so the coherency of nodes.

4. Algorithm of structur e vitality evaluation

The structure of a cloud computing system can be
presented as a graph. However, taking into consideration
failures or migration of the virtual machines, such a
graph will be non-determined, and mathematically it can
be described only by using the theory of random graphs
(models of Balobashi-Albert or Erdesh-Renni [7]).

Such a graph G will have the random number of
nodes (a node implies VM) and edges (physical
channels). Delays directly depend on the system
structure (on the graph forming model) and its stability.
Graph reliability can be determined as one minus the
sum of probability of node coherency that cannot exceed
amaximal possible load of the system:

Pcm :1_én~wi(t)+P331’ (5)
i=1

W, (t) is the load of the nodes at the moment of time t;
P,, isthe probability of nodes coherency.

The structure is stable
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Fig. 1. Algorithm evaluation of structure vitality.
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Fig. 2. Dependence of the probability of structure stability on the average total delay.
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Fig. 4. Dependence of total service transmission time on transmission channels searching time.
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The probability of coherency between any two of

nodes can be assessed as:
n A,B

P}{i (A7 B) =1- H H puaflknp.ut.m.\'yi p[?eﬁe[?.}.max ki ? (6)
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For the method efficiency to be evaluated, it is
necessary to form connections at random between the
nodes (in accordance with the network model) and assess
the probability of coherence of the arbitrary pairs of the
nodes first, and then the total coherence of the network
that is determined as the sum of coherency of all the
node pairs.

The evaluation of the load of each virtual machine
during the interval T is done using Norros method
considering that each VM in accordance with the theory
of queues is a G\G\Isystem. To simplify the model, we
assume that the intensity of incoming requests is
described by exponential distribution, and the coefficient
of interval variation between the requests and duration of
their processing will be constant values. A maximal load
must be determined as the maximal number of service
requests.

5. Simulation results

With the implementation of this algorithm in Matlab,
there has been obtained dependences indicating the impact
of the network structure stability assessment on the delay in
servicing requests and on the time necessary to search
appropriate transmission channels. To carry out the
simulation, each atomic service was assumed to be served

by a virtual machine at 7, . = 0.005 ms. Fig. 2 demonstrates

the dependence showing that the more stable network
structure is, the less the delay is. This speeds up the delivery
of services to the end user.

As a result of the simulation, it has been found that
with the stability of structure increasing, the time of
transmission channels searching reduces that results in
decreasing the total time of transmitting services to DC
and backwards (Fig. 3 and Fig. 4)

6. Conclusion

Cloud computing is one of the most advanced
technologies of distributed computing, which allows
users to get all necessary resources. In this paper, we
suggest reducing the time of servicing the requests
coming to a data center by using the method of
assessement of stability of virtualized data centers
structure. Moreover, taking into account the intensity of
the requests received by VM will give a possibility based
on the data concerning the structure stability at a
particular time point not to recalculate an optimal
transmission route that will lead to reducing service
delays. The average delay was established to directly
depend on the stability of the structure that can reduce

the time of service. In further studies, much attention
will be focused on the assessement of the virtual
machines workload, and optimization of their resource
usage that may result in a more profound effect on
request processing in data centers.
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HAJTAHHS CEPBICY 3 BUKOPUCTAHHSAM
AJITOPUTMY CTIHKOCTI CTPYKTYPU
¥ BIPTYAJII30BAHIA YACTHHI IIO/]T
HA OCHOBI XMAPHMHKOBUX TEXHOJIOT'TI

Bornan Crpuxantok, Onera Ilmyp, Aunpiit Mactok

BucsitieHo npobiieMy 3MEHILIEHHS 4acy 00CIyroByBaHHs
(0OpoOKM) 3amuTiB, SKi HAAXOASATh HAa OOCITYTOBYBAaHHS /O
HeHTPY OOpOOKM JaHWX, 3 YypaxyBaHHAM TOIOJOTIYHOT
CTPYKTYPH Takoro ueHTpy. IIpoTe BpaxyBaHHS CTPYKTypH
IO/ HenmoctaTHBO, BaXXTMBHM (HAaKTOPOM JKHBYUICTH TaKoOl
CTPYKTYpH, a/[K€ 4YMM CTilKima CTPyKTypa, IO CHCTeMa
MIBU/LIE BHKOHYE Ta  IIE€PEHANpaBlse€  KOPHCTYBauyeBi
HeoOXiHuii cepsic. J{jist LbOro y CTaTTi 3apPONOHOBAHO METO/
CTpykTypu BipTyamzoBanoro L[OJ] 3
ypaxyBaHHSIM iHTEHCHBHOCTI 3alUTiB, 10 HAAXOIITh 10 VM, 110
JIaCTh 3MOTY HA MiJACTaBl JAaHMX MOPO CTIHKICTH CTPYKTYpH B
KOHKPETHI MOMEHTH dYacy He 3[iHCHIOBaTH ITOBTOPHHMI
HepepaxyHoK ONTUMAJIBHOIO LUBIXY Iepejadi, 1o Mpu3Bene 10
3MEHIIICHHSI 3aTPHMKH B pa3i HaJaHHS CepBICy.

OIIHKKA  CTIHKOCTI
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