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Abstract: In the article, the linear dynamic random
model of n-th order described by the random state equation is
considered. The method for determining the probabilistic
characteristics of a stochastic process which is the solution of
that equation, is shown. These characteristics, such as mean
values and correlation functions, are determined by auxiliary
solutions — the deterministic systems of ordinary differential
equations.
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1. Introduction

Random dynamical systems are the models of many
systems occurring in electrical engineering and electronics
[10]. They are usually described by the stochastic
differential equations [13]. In the article the method of
determining the mean value and the correlation function of
the stochastic processes is described, these charac-
teristics being the solutions of linear n-th order random
differential equations. The presented results are the
generalization of previous works [4, 5, 6, 7, 8, 9, 10]
concerning this subject.

2. The formalization of the problem.
A random dynamical system described by the state
equation is given:
dx (t
# =AX(1)+BF(1)
t

1
X (O) =X,

where: A,B — are deterministic matrices, X, — is the

random or deterministic vector of initial conditions, F (t) -

is the random vector of stochastic processes- excitations

satisfying the mean-square Lipschitz condition, X(t) —is

the random vector which is the solution of (in mean-square
sense) the equation (1),
and the output equation:

Y(7)=CX(7)+DF(z) )

where: C,D — are deterministic matrices, Y(t) — is the

random vector of output stochastic processes.
For solving the equation (1) various methods can be
used: the direct method or the method of transformation

equations to the moment equation. To solve the equation
(1), the method of moments is used [11].

3. Method of moments.

Using the expected value of the operator E [ ] in the
both sides of the equation (1) the deterministic system of
differential equations in respect to the vector Hx (t) is

obtained, which is the expected value of the process
X(9):

duy (’) _
T_AﬂX(t)+BﬂF(t) (3)
Hy (0) =Hyxo

The system (3) is solved by classical methods of
mathematical analysis.

Cross correlation of the processes F(7) and X(?) is
the function:

R, (tl,tz)zE[F(tl)XT(t2)] (4)

Then the next operations are to be performed:

— bilateral transposition of the equation (1) and
substitution =t,:
ax’ (t
—(2):XT(t2)AT+FT(t2)BT
dr, (%)
X" (0)=X7

— multiplying both sides of the equation by the process
F(f])Z
dX’ (1,) T T
F(t])—d =F(4,)X" (5,)A" +
2
6
CF()F ()BT
T T

F(4)X" (0)=F(1)X,
— applying the expected value of the operator to the result
of the previous step. So, as a result the deterministic
equation system is obtained:

OR .. (1,1
—th(zl 2):RFX(t1,t2)AT+

+R, (1,.1,)B" @

Ry (tpo) =Hp (tl ).U)T(O
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In system (7), the variable ¢, is treated as a parameter.
For a fixed value of the variable #, this system is solved
by classical methods.

Autocorrelation of the process X(?) is the function:

RX(tl,tz)zE[X(tl)XT(tz)]. (8)

Using the described procedure, in a similar way one can
obtain a deterministic system of ordinary differential
equations in respect to the vector function Rx(#, )
which is the autocorrelation function of the process X(¥):

ARy (1,.,1)

o =AR (#,t,)+

+BRyy (1.1y) ©
R, (0.6,)=E[ X, X' (1,) ]

In system (9), the variable #, is treated as a parameter.
System (9) is treated as a deterministic ordinary
differential equation.

If the initial condition of the system (9) is a vector of
real numbers, the system (9) can be simplified to the
form:

Rallta) R, (1,1 +
ot

. (10)
+BRy (1,.1,)

Ry (0.0,)=X,u" (1)

If the initial condition of the system (9) is a vector of
random variables, it is necessary to find the initial
condition of the system (9). It can be obtained by
multiplying the equation (1) by X, and substituting 7 to #,
(assuming that the initial condition is independent of
forcing):

OR , (0,
Xagz 2):RX(OJ2)AT+

. 11
+,UX0/U1'z (tz)BT (

R, (0,0)=E[ X,X] |

Covariance and variance of the process X(#) can be
obtained from the relationship:

Cy (1,0) =R (1,1 =y (1) (1) . (12)
oy (1)=C (t.1). (13)

Applying the expectation operator to equation (2) one
can obtain the equation for the expected values of the
process Y(?):

Hy (1) =Cuy (1) +Dpp (). (14)
Cross correlation of the processes F(#) and Y(?) is
the function:

R
+E[FT (’1)F(t2)}DT ’

which means:

R,y (1,1,) =Ry (1,8,)C" + R (1,,1,). (16)

Autocorrelation of the process Y(7) is the function:

RY(tl,tz)zE[Y(tl)YT(tz)]. (17)
Taking into account the identity:
X(1)F" (6,)=(F(6,)X" (1)) . (8)

The equation (17) can be expressed as:

Ry (1,,,)=CR (#,,,)C" +
+CRy (1,,1,)D" + DR (1,,1,)CT +.(19)
+CR (1,,1,)D".

Covariance and variance of the process Y(#) can be
obtained from the relationship:

Cy (1.1;) =Ry (11,1 ) = iy (1) 1y (1) 5
5 (1)=C (1),

(20)
@1

4. Example
The series RLC circuit is supplied by the ideal
voltage source U(?):

U(r)=sin(t+¢)

where ¢ is a random variable with known probability

(22)

density function:
Sy (x)=—(H (x)=H (x-7))

where H(x) is the Heaviside steep function. The

L (23)
T

probability density function of random variable ¢ is

shown in Fig 1.
The mean value of the force process U(¢) is given:

s (1) =E[U(1)]=
- ) 24)

= [ sin(r+x) f, (x)dx ==cos(t).

e T

The mean value of the force process U(¢) is shown in
Fig. 2. The variance of the force process U(?) is given:

oy (t)= E[U2 (z)]—yf, (1)=

= T sin’ (t+x)f¢ (x)dx— g, ()=

—00

(25)
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Fig. 1. Probability density function of random variable ¢ .
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Fig. 2. Mean value of the force process U(t).

Autocorrelation Rg(#1,5,)=Ry(#,t;) of the force
processes
is given by the equation:

R, (4.5)

- E[U(tl)U(’z )] -
=sin(# +1, )/4 + 7 cos (1, )cos(1, )/2 + 26)
+zsin (1, )sin(1,)/2 —sin(#, )cos(1,)/4 -
—cos(#;)sin(t,) /4.
Autocorrelation Ry(#1,;) is used to determine the
cross correlation of the force and response (33).
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Fig. 3. Variance of the force process U(f).
For simplicity it is assumed that R=L=C=1 and
I(0)=U0)=0. The state equation of the RLC system is
given:

d

ol V)

Q) ey
{I/L}[U 1
where X(1) { ! C(ZJ (8)

Applying the formula (3) to the equation (27), one
can obtain the expected value of the output process:

%/ﬁ(t) {—1 —1}[/’1(’)}
A Hy, (1) (29)

—Hy
[zl

dt
The solution of the equation (29) is given by the
formulas:

1 (t):i51n(ft/2) 2 _
——cos(\/_l/Z)
i (1) =B i 2)e

The cross correlation of the force and response is the
function:

(30)
;cos(t)

sm( ). 31
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Ry (tlstz):[RUl (tl’IZ) RUUC (tlatz)]' (32) 1__
Applying formula (7) to the equation (27), one can
obtain the cross correlation of the force and response:

ARy (1.1,)

o =—Ry (tl’tz)_RUUp (t1’t2)+ 0.3
. |
+ Ry, (1,.1,)
ORyy (t.1,) -39 1
vue by
L—ZR s T T 1
ot, u (f:12) D_ 10 135 20
Ry (#,0) =Ry, (1,0)=0

The solution of the equations (33) is given by the
formulas: -0.5 1

Ry, (#.1,) =%(300$(t1 —t,)+
+/3cos(1,)sin(~/3t, [2)e ™/ - 1
cos(])sm( )/ )e P ]

- 2\/§ Sin(l1 )Sin(\/gt2 /2)67[2/2 - Fig. 5. Mean value of the response process UA1).

—3cos(1, )cos(\/gtz/z)e—fzﬂ)

The autocorelation of the response is shown in the
-7 . :
R,y (tl,tz)z?(3sm(tl —1)+ Fig. 6,7,8,9.

The autocorrelation of the response is the function:
+2+/3 cos(t, )sin(+/3t, /2) e/ —
(1) ( 2/ ) (35) Rz(tp’z) Ry, (tptz)
-3 sin(tl)sin(\/gtz/Z)(f’Z/2 - R, (tlatz)z . (36)

RUCI (ll=t2) RUC (tl’tz)
—3sin(t1)cos(\/gtz/Z)e"’Z/z).
In the same way, applying the formula (10) to the

1- equation (27), one can obtain the autocorrelation Ry(#,1,)
of the output process:

] OR, (t,,t
051 M:-Rl(tl,tz)—RUC,(tl,tz)jL
] o1,
- +RUl(t1312)
- ORy, (1.1)

0 EID
+ Ry, (tl o0 )

R, ,(1.1,) (37)
—C—— =2 =R, (1.t
~0.54 atl 1(1’ 2)
R, (1.1,)
ULTllz:RIUc (tlatz)

R, (0,1,) =Ry, (0,1,)=0
Ry, (0,,)= Ry, (0,2,)=0

Fig. 4. Mean value of the response process I(t).
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Fig. 6. Autocorrelation of the responseprocess I(t).
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Fig. 8. Correlation of the response processes I(f) and UA(?).
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Fig. 9. Correlation of the response processes ULt) and I(¢).

5. Conclusion

In this paper the method of the problem of the
moment determination for complex deterministic and
dynamical systems of the n-th order with random
excitations has been described. It enables converting the
problem of the n-th order stochastic differential equation
solving into the problem of ordinary differential
equations solving. The ordinary differential equations
have been defined in terms of the stochastic process
moments and as a result their solution is relatively
simple.

Contrary to the previous works the proposed
method can be applied for systems of any order.
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Moments equations in stochastic

JUHAMIYHI JITHIMHI CACTEMM N-ro
HOPAIKY 3A BUITAIKOBUX YMOB

CeBepun Ma3sypkeBu4, Sinym Baabuak

Po3risiHyTO JIiHIMHY AMHAMIYHY CTOXaCTHYHY MOJEIb
N-TO TOPSAZKY, LIO OIMKCYETHCS CTOXACTHMYHHUM PIBHSHHIM
crany. [lokazaHo MeTon BH3HAYCHHS IMOBIPHICHUX
XapaKTEePUCTHK CTOXaCTUYHOIO MPOLECY, sIKI € PO3B’SI3KOM
Takoro piBHAHHA. LI XapakTepuCTUKH, 5K, HAINPUKIAI,
CepenHi 3HAYCHHs Ta KOpPeILLiiHI (YHKINI, BH3HAYAIOTHCS
JIOIATKOBMIMH YMOBaMH — JI€TEpPMIHOBAaHUMHU CHCTEMaMH
3BMUAHHNX JU(EePEeHLIHHNX PIBHSHB.
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