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Abstract: The application of error correction coding
theory to the tasks of technical diagnostics is considered.
Known methods of testing based on signature analysis
allow detecting only the faultsin the digital circuit under
test (CUT). The purpose of the research isto provide the
possibility of an exact localization of the faults in logic
subcircuits within the CUT. In the proposed method, a
full test T for testing the CUT is subdivided into an input
test T, (supplied to the inputs of the CUT) and an output
test T, of the expected signatures (recorded into a
memory block). Tests T; and T, are interpreted as a set
of information words and a set of check words of the
cyclic Hamming code respectively and are generated by
the encoder. The decoder decodes words from both tests
simultaneously and searches for errors only in the test
T,. Asareault, full burst errorsin the information words
of error correcting code are corrected, which is
equivalent to the exact localization of the faults within
the CUT.
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1. Introduction

The main criterion for the effectiveness of computer
technology, automation and communication is the
adequacy of information which they process. The
adequacy of information is largely dependent on the
reliability of the hardware and the degree of data
protection from distortion dueto errors of various nature.

There are several ways to achieve this goal, for
example, by means of technical diagnostics and error-
correcting coding. These technical branches have much
in common and joint use of them will help to solve the
tasks.

2. Problem Statement

Let us introduce the digital circuit under test (CUT)
consisting of a set of logic subcircuits realizing either
switching function, or sequentia function (finite
automaton).

Let the CUT have m, input checkpoints, m,

internal check pointsand m, output checkpoints. While

testing the CUT, sets are supplied to the CUT inputs
(input checkpointsa, ) and the test results are read from

the outputs of the logica subcircuits (internal
checkpointsb, ) and CUT outputs (output checkpoints

Yi)-

As it follows from the fundamental results of
information theory and the theory of CUT synthesis, the
universal method of data protection consists in
introduction of different types of redundancy [1]. In the
error-correcting coding the information redundancy is
used by introducing the checkwords, and in the CUT the
structural (hardware or software) redundancy is applied
with the help of additional check circuits[2], [3].

There are many differences between the error-
correcting coding and the technical diagnostics, but till
there are also many similarities. In these technical
branches, two major check tasks are solved:

— determining the presence or absence of errors;

— finding eror locations for their subsequent
correction.

In the error-correcting coding, the first task is solved
by using some error detection code, and the second task
is solved with the help of the error correcting code.

In the technical diagnosis, the code check methods
are used only for solving the firs check task. These
methods are known as signature anaysis (SA) [4].

The essence of this method consists in the
preliminary determination of the correct signatures
(checksums) in internal and output test points of the
CUT and comparing them with the actual sgnatures
when checking the CUT.

In SA, the generator polynomias of Hamming codes
are commonly used, which guarantees detection and
correction of the single random errors and detection of
short burst errors. The Reed-Solomon codes and the
BCH codes (Bose-Chaudhuri—Hocquenghem codes) can
dightly increase the correcting capability of the code,
but their disadvantages are large latency and high
redundancy [5].

Therefore, error-correcting codes have been
successfully used only to check the computer memory
[6] and there are essential difficulties to use them for the
CUT of arbitrary logical structure.

All known methods of code checking of the CUT
consider the errors only within the test sequence without
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fault location in the CUT. The long multi-stage check
procedure isrequired for the exact fault location.

Thus, it is necessary to have some algorithmic check
procedure of the arbitrary CUT indicating the fault
location inside the CUT up to the separate logic
subcircuits. To solve this problem, a new mathematical
model of fault diagnosisin the CUT with the help of the
error correcting code isrequired.

3. The model of fault diagnosis in CUT
with help of error correcting code

Let us first consider the theoretical basis of fault
diagnosis in the CUT with the help of the error
correcting code. We will take into consideration only the
errors causing logic inverson of variables.

In the technical diagnosis the stuck-at faults on lines
inalogic circuit (stuck-at-0 or stuck-at-1) are the nearest
to this error model [4], and in coding theory those are
inverse errors (random errors or burst errors). The stuck-
at fault model also covers most of other fault types.

We will consider the generators of deterministic or
pseudo-random test patterns as a source of input data for
the CUT [5]. Supplying the test vectors to the primary
inputs of the CUT and receiving the verification result
can be regarded as a data channd in which data is
trangmitted not in space but in time.

Full test T for the CUT is aways subdivided into

two parts. the input test T, and the test of correct

I
resultsT,,, . Accordingly, the data channel can also be
separated into two parts. the subchannel for transmitting
T, and subchanne for transmitting T,

1 out *
These subchannedls have three
differences:

—gtructural (subchannd DB, isthe CUT, subchannel
D, iISRAM for storing correct test results);

— temporary (at first the correct test results are
recorded in the RAM, and then the test begins),

significant

79

— degree of reliability (subchanne D, has rather

out
higher reliability than the subchannel D).
The distortions in the data due to faults in the CUT
are possible only in subchannel B, that is equivalent to

n?
the effect of noise in the usual communication channdl.
Due to the faults in the CUT on the output of

subchannd D, thetest T will be obtained.

out

For analysing the results of the CUT test, a special
unit similar in function to the decoder in a
communication channel isrequired.

Similar units are also used in the known SA method.
The main difference of the proposed code check method
isthat these tests are interpreted differently.

In the proposed method, the test is a set of vectors of
length k,, consisting of the correct logical valuesin the

input, output and in internal checkpoints of the CUT.
Each of such vectorsisregarded as the information word

J,, of cyclic (n,,k, ) code, and the task of the encoder
consist in the calculation of the checkwords Y, of
length (n,, - K, ) for them.

The checkwords are recorded to the RAM before the
start of testing. During the testing process, only a part of
the word J,,, namely, test vectors for input check points

of the CUT (test T,,) come to the CUT input from the

encoder.

The decoder receives the information word
(consisting of correct valuesin the input checkpoints and
the actual valuesin the internal and output checkpoints)
and the corresponding checkword from the RAM.

The decoder calculates the error syndrome by a
standard procedure. If the error syndrome is not equal to
zero, the procedure of finding the fault subcircuit in the
CUT is performed.

Test — pattern

Encoder

\ 4

generator

CuUT Decoder

Storage memory

subchannel A

Fig.1. Model of a data transmission sysemwith CUT checking coded by cyclic codes.
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As a reault, the modd of the system for the data
trandfer with the CUT tedting with the use of error-
correcting coding is designed in the following way (Fig. 1).

The majority of the methods of test generation are
based on the method of paths sendtization [5]. This
method consists in propagating the effect of a possible
fault aong paths from the primary input (input
checkpoints) to the primary output (output checkpoints).

At the beginning a direct pah h;=a ® y; is
sensitized from the input checkpoint &; to a point y;,
and then reverse paths h ,, are sensitized from the point
y; and theinternal checkpoints being on the path h; to

other primary inputs (input checkpoints) of the CUT
(Fig. 2).
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Fig. 2. Fault diagnosisin CUT based on the method of path sensitization
(LS- logic subcircuit = = » —direct path; ====*=" » _ reversepaths).

If the CUT consigs only of the logical switching
subcircuits, then only two test vectors are enough for

checking stuck-at faults in the path h; =a, ® y; and

they differ only in logical values at the point a; . If there

are sequential logic subcircuits, then the number of test
vectors can be more than two.

Asaresult, atest T, to check the CUT will contain
the test vectors of length k, to check the paths from all
input checkpoints. Each test vector t; from test
T, contains the binary values for h input checkpoint
(hEm,) and p

bel onging to verified path h; =& ® y; and one output

internal  checkpoints (P £m,)

checkpoint y; i.e. the test vector t; will be set in this
format
a, Ka Kayb, Kb,....b,y; .
As it was aready noted, the test vector t; is

regarded as the information word J, of cyclic

(n,.K, )-code W. When the previously calculated
checkword Y, is added on the left of it, the codeword

Z,, of length n,, of cycliccode W will be obtained.

Now, let us consider the influence of faults in the
CUT according to the type of errorsin thecode W .
If the fault is detected only at the output checkpoint

Y;, it will be equivalent to the error in the rightmost
digit of the information word J,, .

If the fault is detected on the input checkpoint a, ,
then the whole of the path h; =a, ® y,; will be

functioning incorrectly. Therefore, al the digits of the
word J,, will be erroneous.

Finaly, if the faults are in the internal checkpoints
of path h; =a ® y; beginning from pointb, , then
(p- x+2)rightdigitsof theword J,, beginning from
output y; will be erroneous.

As the theory of cyclic codes dsates, the
abovementioned types of errors are covered by a single
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type of error: the full burst errors of length from 1 to K,
[7]. The information word J,, contains the full burst
errors of length k; if there is a continuous sequence of

ki erroneous digits.

In general, cyclic full burst errors can differ in their
length and location in theword J .

In our case, only full burst errors of length no more
than Kk, with the beginning in the first (rightmost) digit
of theword J,, are possible. Let us call them the fixed
full burst errors.

4. Finding the faultsin CUT with the cyclic codes

Let us consider fault diagnosis in the CUT as the
decoding task of cyclic codes. There are different
subclasses of cyclic codes and their choice depends on
the required diagnosis accuracy. In the smplest case, it
is sufficient to establish the presence or absence of the
errors. The cyclic Hamming codes perfectly cope with
this task. The generator polynomials of these codes are
also used in the SA method.

For the exact location of erroneous digits in the
codeword Z,,, hence, for finding failures in the CUT,
more powerful codes are required. However, with the
growth of the correcting code capahility, the redundancy
of (Kk,n)-code proportionaly increases [8]. For these
codes,(n- k)»k, i.e. when it is used in technical
diagnostics, the size of stored correct test information
To.x Will beamost equal toitsinput test T;,, .

THEOREM. The cyclic Hamming (k,n)-code
allows to correct fixed full burst errors of length from 1

to%.

Proof. The proof of this theorem is based on the
analysis of the graphical mode of cyclic code [9]. Asiit
was shown in [10], to localize an arbitrary full burst

error of length lessthan % the graph model (k,n) code

should contain % zero cycles (ZC) of lengthn .

Thus the i-th ZC permits to diagnose the full burst
eror which darts from i-th digit of the codewordZ,,.
The fixed full burst error always startsin the first digit of
the codeword Z,,,, so for thistype of error it is enough to

have one ZC of length n. The cyclic Hamming (k,n)

code has exactly such aZC.

If al test paths in the CUT contain different logica
subcircuits, then the presence of full burst errorsini-th code
word Z,, will uniqudy indicate a fault with the i-th

subcircuit. If logical subcircuit belongs to several test paths,

then additional andysisisrequired to clarify the location of
the fault. For complicated subcircuits of automaton type, the
additiond test vectors may berequired.

5. Conclusions

Known error correcting codes can be used to detect
and correct erors in the CUT of the arbitrary logical
structure. To increase the number of detected and
corrected errors there is no need to use the powerful
codes, such as Reed-Solomon codes. It is possible to
choose very simple codes such as the Hamming codes
having low redundancy and, correspondingly, small size
of stored test data (Similar to the SA method). However,
at the same time, two conditions must be satisfied:

— to cary out the reconfiguration of the
checkpoints in the CUT, so that they might be placed in
the order of passing the test signals along them (to form
the test path);

—to use afixed full burst error asan error modd.

As opposed to known methods of checking a digital
device [5] correcting only single and double errors, the
method proposed here makes it possible to correct the

full burst errors of length from 1 to % in the CUT.

The considered error models precisaly describe the
faults in modern semiconductor memory devices [11].
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TECTYBAHHSA HU®POBUX CXEM
3A JTOIMMOMOI'OIO IUKJITYHUX KOJAIB

Bacuns Cemepenko, Onexcanap Poik

PosrnsiHyro  3acTocyBaHHS ~— Teopil  3aBalOCTiIHKOTO
KOJyBaHHS 10 3aBaHb TEXHIYHOI AiarHOCTUKH. Binomi Metomu
TECTOBOI'0 KOHTPOJIIO Ha OCHOBI CHTHAaTYPHOTO aHaJi3y JaloTh
3MOT'y BCTaHOBJIIOBaTH TUIBKH (paKkT HastBHOCTI 200 BiJICYTHOCTI
nomwiok y IIY. Mera mocnimkeHHs momsrae B 3a0e3NedYeHHi
MOXXJIMBOCTI TOYHOI JIOKami3amii IIOMHJIKH B JIOTIYHHX
migcxemax — BeepeamHi LY, skmit  mepeBipsierbes. Y
HpONoHOBaHOMY Metoxi noBHuil Tect T s nepesipku LY,

KUl GopMyeTbCs KOLEPOM LMKIIYHOrO KOy XeMMiHra,
MiPO3AISEThCA HAa BXigHMIA TecT T; (IOZA€ThCA HA BXOIH
ITY) i tect T, eTajJOHHUX BHUXiIHUX 3HAYCHb (3aIUCYETHCS B
6mox mam’'sari). Tecr T; iHTepmperyerbes sk Ge3niv
iHpOpMaLIHUX ClTiB HUKIIYHOTO KOIY, a TECT T, — sIK Oe3iiu
MepeBIpPSIFOYNX  CIIB IUKIIYHOro Koxy. Jlekonmep CIHiIBHO
JIeKoztye TecT Tp 1 T, 1 IIyKae IOMWJIKH TiJIbKH B TECTi Tj.
VY pe3ynpTari BUIPABISIOTHCS IMUIBHI IMAKETH IIOMUJIOK B
iHpopMaLiiiHUX clIOBaX IMEPEeIIKOJOCTIMKOro Komy, Mo
€KBIBaJICHTHO TOYHOI JIOKaJTi3amii moMuiIok ycepeausi LY.
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