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Abstract: The analysis of the dependency of influence of 
the tile sizes of iteration space has been represented. It 
involves program loop operators’ modification during 
parallelization for multithreading architectures of the 
computation systems. The particle swarm optimization 
method has been considered as a method of the mini-
mization program execution time for tiling speed up. 
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INTRODUCTION 

Software optimization is a process of modifying or 
transforming of source code to achieve a specific goal. It 
can be treated as a reduction of the program execution 
time, improving performance, reducing program code, 
saving memory, minimizing energy costs and reducing 
the input/output operations. 

Software optimization is a multistage process. The 
main stages of optimization can be identified as: 

• algorithm-level optimization, 
• command-sequence optimization, 
optimization of the processor operations. 
The implementation of the program optimization 

process is performed by using a sequence of the different 
optimizing transformations, algorithms that take a 
program and modify it to obtain a semantically 
equivalent version of it but more effective in terms of 
any set of the optimization goals. In [1] it was shown 
that some code optimization problems are NP-complete 
or even insolvable. However, in practice, many of them 
are solved by heuristic methods, which give a result in a 
satisfactory time of processing of the source code of the 
program. 

Optimization at the algorithm level is an 
improvement on the overall chain of the computations. 
For example, fast Fourier transform is an improvement 
of the discrete Fourier transform. Optimization of this 
level is usually performed by software developer or 
mathematician. Optimization at the command sequence 
has a great interest since sequence of operations can vary 
widely and the result will be unchanged. Optimization 
on the level of the processor operations is a process of 
representing of high-level language operators with some 

executable processor code. This job is usually performed 
by the compilers. 

Optimization tasks on the command level are studied 
and solved almost from the moment of the compilers 
have been invented. Each compiler in fact does not just 
convert high-level language commands into machine 
codes or other executable codes, but also makes changes 
in the sequence of executable code. It can make either 
rather simple changes, such as unrolling a small loop 
into a sequence of unconditional operations or complex 
operations – converting several arithmetic or logical 
operations into others, converting a sequence of 
computations, splitting computing tasks into parallel 
kernels, and many others. Efficiency of compiler 
depends largely on the optimizations at this stage. 

In addition to optimizing programs at compile time 
and creating executable code, other approaches to 
improving program parameters have been used. The first 
one is an automatic parallelization of the sequential 
algorithms and creation during the process of the parallel 
program for the specific computational architecture. 
Another approach is a process almost independent of the 
architecture of the computing system. In this case, an 
output of the optimization process is a generation of 
some transformed program of the high-level language. 
This program can be optimized both sequential and 
parallelized for execution on the multiprocessor 
computers. Since the main computational work has been 
concentrated in loops, parallelization and optimization of 
loops is the most perspective task. 

SOFTWARE OPTIMIZATION PROBLEM   

The optimization problem for each i-th computing 
loop can be determined by the formula: 

ܨ  = )݊݅݉݃ݎܽ ,ሬሬԦܯ)݂ ሬܲԦ)) (1) 

 
where ܨ are parameters that should be optimized, M is 
vector of the optimization methods, P is vector of the 
parameters of the optimization vectors. Function argmin 
is a set of points x, for which f(x) attains the function's 
lowest value (if it exists): 
 	 		 ௫݊݅݉݃ݎܽ (݂( ((ݔ ∈ ݔ} | ∀ :ݕ ݂( (ݔ ≤ ݂(  (2) {(ݕ
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Analysis and Optimization of the Sizes of the Iteration Space Tiles During … 5

The main statements of the concept of swarm 
intelligence were introduced by Gerardo Beni and Wang 
Jing in [16]. A swarm is defined as a decentralized 
system which consists of a set of simple uniform 
elements that interact with each other and with the 
environment to achieve a predetermined goal in 
accordance with certain rules. The concept of swarm 
intelligence is built on an additive, synergistic effect, 
which is manifested when agents are combined into a 
system. Elements of the swarm are called agents. The 
model describing the decision of particles in a swarm is 
based on the position of each particle in the swarm and 
direction vector. The particle decides on movement 
based on three factors: its current speed, which causes 
the particle to continue moving and to explore new 
regions in the search area; knowledge of your own best 
state and the best state of the entire swarm or the nearest 
neighborhood of the particle. 

IV. CANONICAL PARTICLE SWARM METHOD 

Let F(X) be an objective function in the  
n-dimensional space ℝ. Then the global minimization 
problem is considered as: 

 min∈ோ (ܺ)ࡲ =  (5) (∗ܺ)ࡲ

 
Set of particles is denoted by ࡼ = { ܲ, ݅ ∈ 1. . ܰതതതതതത}, 

where N is a number of particles in swarm or population 
size. At ݐ = 0,1,2, … coordinates of the particle ܲ 	 are 
determined by the vector ܺ,௧ = ൫ݔ,௧,ଵ, ,,௧,ଶݔ … ,  ,൯		,௧,ݔ
and its speed is a vector ܸ,௧ = ൫ݒ,௧,ଵ, ,,௧,ଶݒ … ,  .൯		,௧,ݒ
Initial coordinates and velocities of the particles ܲ are ܺ, = ܺ, ܸ, = ܸ, respectively. 

 ܺ,௧ାଵ = ܺ,௧ + ܸ,௧ାଵ; (6) 
 ܸ,௧ାଵ = ܽ ∙ ܸ,௧ାଵ + ܷ[0, ܾ] ⊗ ൫ ܺ,௧ఈ − ܺ,௧൯ +ܷ[0, ܿ] ⊗ ( ఉܺ,௧ − ܺ,௧); (7) 

 
Here U[a, b] is a n-dimensional vector of the pseudo-

random numbers, uniformly distributed in the interval [a, 
b]; ⊗ – symbol of component multiplication of vectors; ܺ,௧ఈ , is the vector of the particle coordinates ܲ with the 
best (in the sense of (4)) value of the objective function 
Ф(X) for the entire time of the search; ఉܺ,௧ is a vector of 
coordinates of the adjacent particle to a given particle 
with the best value of the objective function Ф(X) during 
the search; a, b, c – free parameters of the algorithm. 

During the iterations process vector ܺ,௧ఈ  forms the so-
called private guide of the particle ܲ, and the vector ఉܺ,௧ 
forms a local guide of this particle. Free parameter  
a determines the “inertial” properties of the particles  
(for a < 1 movement of particles slows down). 
Recommended value for a is 0.7298. In the optimization 
process a gradual decrease of the coefficient a from 0.9 
to 0.4 can be effective. At the same time large values of 

the parameter provide a wide field of the search space 
and the small ones – precise localization of the minimum 
of the goal function. The recommended values of the 
free parameters b and c are 1.49618 [17]. 

Thus, the formalized definition of the algorithm of 
swarm intelligence is determined by a system, as follows 
ܫܵ  :[14] = ,ܯ,ܵ} ,ܣ ܲ, ,ܫ ܱ}, (8) 
where S – set of agents, M – object for the exchange of 
experience between agents – a certain matrix or vector to 
which all agents of the swarm have access according to 
certain rules and which is used in A; A – rules of 
creation, behavior, modification of agents;  
P – parameters (heuristic coefficients) used in formulas 
A; , ܫଵ is an input system, which an objective function is 
applied to, restrictions – an input for feedback; ܱ	 = 	 { ଵܱ, ܱ}, ଵܱ is an output (the best solution found 
for the problem), ܱ	is an output for feedback. 

Using the swarm algorithm for the problem of 
optimally chosen tiles’ size requires representing of the 
iteration space as a weighted hypergraph, in which 
weights are introduced. It corresponds to the 
computational load of loop operators and graph arcs that 
correspond to the dependencies in the program. 
Hypergraph of the iteration space ܪ = (ܺ, ܺ where ,(ܧ = ݅	|	ݔ} = 1,2, … , ݊} is a set of vertices and ܧ = { ݁	|	 ݁ 		ܺ, ݆ = 1,2, … ,݉} is a set of edges. Vertex 
weight is given by the set  = {	|	݅ = 1,2, … , ݊} and 
weight of the edges is set by  = {	|	݅ = 1,2, … , ݊}. It 
is necessary to form K nodes, i.e. set X is divided into K 
non-empty and non-intersecting subsets ܺ௩,  ܺ = ܺ௩	, (	݅, ݆)ൣ ܺ		 ܺ 	= ∅൧, ܺ௩	∅ [8]. 

Restrictions are applied to the formed nodes. Using 
vector ܵ = ݒ	|	௩ݏ} = 1,2, … , ݇} sets a maximum 
permissible total weight of the vertices assigned to the v-
th node. Maximum allowable number of vertices 
assigned to node v is defined by vector ܰ = {݊௩	|ݒ =	= 1,2, … , ݇}. Expression (9) is a limit of maximum 
weight of node and expression (10) is a limit of 
maximum number of vertices in the node. ߮∈ூ ≤ 	,	௩ݏ ܫ	 = {݅	| ݔ ∈ =ݒ			,{௩ݔ 1,2, … , ݇.	 (9) 

 |ܺ௩| 	݊௩, ݒ = 1,2, … , ݇. (10) 
 
Multidimensional search space is populated by 

swarm of particles in heuristic swarm intelligence 
algorithms. Each particle represents a solution. In our 
case, this is a solution of the partitioning problem. 
Process of finding solutions consists in the successive 
movement of the particles in the search space. 

Let’s organize an iterative process of moving 
particles of a swarm and in the finite number of 
iterations all particles will be concentrated in the 
extremum. This solution will give the optimal value of 
tile sizes at the extremum of the objective function, for 
example, a minimum program execution time. 
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