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Abstract: To study the effective functioning and behavior of 
parallel computing systems (which may be an integral part of 
the Cyber-Physical System), a high-performance software 
package based on mathematical models, methods and 
algorithms for stochastic modeling has been developed at the 
design stage. This software package completely solves the 
design problem – the parameters of a computing system have 
been calculated: its computational power, the average value of 
task execution time or various tasks on homogeneous resources 
of a parallel computing system, the distribution function of the 
task execution time. Based on the analysis of the parameters 
obtained, as well as indicators of the reliability of the system, 
the configuration of a parallel computing system has been 
selected or the possibility of using a previously selected 
computing system to perform the task has been considered. 

Index Terms: Сyber-Physical Systems, parallel computing 
systems, a set of interrelated works, multilevel stochastic 
modeling, Markov process, distribution function of a random 
variable. 

І. INTRODUCTION  
At present, the integration between computing and 

physical resources leads to the creation of complex 
computing systems with distributed parameters. Such systems 
are managed or controlled by computing resources that are 
integrated into the Internet. Such systems are called Cyber – 
Physical Systems (CPS) – these are systems consisting of 
various natural objects, artificial subsystems, and control 
computers that allow such an education to be represented as a 
single entity. CPS ensures close communication and 
coordination between computational and physical resources. 
Computers monitor and control physical processes using such 
a feedback loop, where what happens in physical systems 
affects computations and vice versa [1–3].  

The predecessors of CPS can be considered as 
embedded real-time systems, distributed computing 
systems, automated control systems for technical processes 
and objects.  

One of the main components of the Cyber – Physical 
System is its computational resource, which controls the 
second component of the Cyber-Physical System – objects 
that can be both natural and artificial. Therefore, when 

creating one or another cyber-physical system, the task is to 
choose the right control system, which includes the total 
computing resource CPS. In this regard, when using parallel  

computer systems (CS) in Cyber-Physical Systems, the 
problem of a priori evaluation of the “suitability” of such 
CSs for solving a specific set of tasks for the required time 
becomes obvious.  

With regard to parallel CS, this problem is called the 
prediction of the execution time of complex software 
systems; the latter are usually defined by graph models and 
are considered as complexes of interrelated jobs (CIJ) – 
tasks and / or their parallel-sequential fragments (subtasks, 
processes, program modules) [4-8].  

It is important to note that the execution time of each 
program module (job) and CIJ as a whole is considered here 
as a random variable – through an arbitrary number of 
logical ramifications in the module program, cycles of 
indefinite length, random interaction between processes and 
external memory access, conflicts on shared resources, 
parallel CS and others. In this connection, the use of well-
known exact methods for estimating the time of execution, 
for example, scheduling theory methods, to solve the 
prediction problem in the indicated stop is unacceptable.  

The development of accurate mathematical models and 
algorithms for analyzing the functioning of parallel CS at a 
CIJ, which the user sets, with a random execution time of 
each job (process) would solve the actual problem of 
reliable analytical evaluation of the runtime of each specific 
CIJ at the CS a priori – before choosing the structure and 
configuration of parallel CS or to the detailed design of CIJ 
programs.  

Due to the above features, the behavior of complex 
parallel computing systems can be studied through 
simulation (statistical) modeling, which is usually used for 
comparative analysis of alternative architectural and 
structural solutions when designing various CS nodes, as 
well as for assessing the accuracy of mathematical 
modeling. The issues of creating and applying simulation 
methods are well covered in the literature [9–10]. The 
advantage of simulation is the ability to analyze the job of 
the CS with almost any degree of detail. However, the study 

ADVANCES IN CYBER-PHYSICAL SYSTEMS 
Vol. 3, No. 1, 2018 



High-performance Software for Designing Complex Systems on Parallel Computers 27

of the CS methods of simulation in the general case is a 
time-consuming and complex process. The cost of creating 
simulation models and modeling, even when using 
specialized languages, is quite large. To study the effective 
functioning and behavior of parallel CS at the stage of their 
design or the choice of their structure, and configuration for 
the intended field of application, mathematical modeling is 
most often used. There are deterministic and stochastic 
(probabilistic) models. Deterministic models are used in 
assessing the value of relatively simple performance 
parameters of the CS, and therefore the possibility of using 
them to assess the effectiveness of the CS is very limited. 
Computer implementation of models of complex systems 
has its own specific features. Thus, due to the large number 
of system components, the resource consumption of 
computational procedures increases and the requirements 
for RAM for storing data structures are increased. The 
presence of long-distance links critically affects the 
possibilities of extensive parallelization of computations by 
formal methods and requires the use of specific 
decomposition algorithms. Finally, the inclusion of long-
distance links in the system makes it difficult to parallelize 
by formal methods. The complexity of parallel CS requires 
the use of a set of interconnected models for their 
description [11–14]. As a result, the creation of a 
computational experiment toolkit with complex systems 
requires not only the development of optimal (for a given 
computational architecture) parallel algorithms, but also the 
construction of hierarchical computations. Such schemes 
define the process of interaction between simultaneously or 
sequentially executed computing modules, each of which, in 
turn, can job in parallel on one or more computing 
complexes of various architectures.  

Thus, from the point of view of the parallel performance 
optimization problem, high-performance software systems 
for modeling complex systems can be themselves 
interpreted as complex systems. This naturally complicates 
the process of designing and developing such software.  

A complex system can be considered in parts; the 
behavior of each part is detailed in the corresponding range 
of variability. Therefore, in the simplest case, the design 
system is a software system that integrates several 
applications that interact through input and output data 
flows.  

There are mechanisms for dynamic control of 
computational processes that support the execution of a task 
at a given point in time [15], for example, the division of 
computations into “necessary” (“critical”) and “optional” 
processes, an apparatus of inaccurate calculations, 
multivariate programming with several versions of program 
modules, where versions are selected dynamically against 
the time remaining until the end of the specified task 
completion time.  

These and some other mechanisms for the dynamic 
control of computations have a priori estimates (statically) 
of the possibilities of performing tasks and their fragments 
during fixed time intervals.  

Thus, the solution of the mathematical problem of 
predicting the execution time of a CIJ underlies the design 
methodology of complex systems on parallel computers, 
where the main parameters are the maximum execution time 
of a given task, as well as the system reliability parameters. 

II. STATEMENT OF THE PROBLEM   
The purpose of the article is a method for constructing a 

high-performance software complex for designing complex 
systems on parallel computers in full, based on existing 
mathematical models, methods and algorithms for 
multilevel stochastic modeling, which are used to calculate 
the average execution time for specific complex tasks 
(defined by a set of interrelated jobs – CIJ) parallel 
computing systems [10–17]. The software package 
described in the article solves the problem of design in full. 
That is, the parameters of the computing system are 
calculated: the computing power of the parallel system, the 
average value of the execution time of the CIJ on 
homogeneous resources of the parallel computing system, 
and also the distribution function of a random variable — 
the execution time of a set of interrelated jobs of the parallel 
computing system. Based on the analysis of the parameters 
obtained, as well as reliability indicators (for example, 
technical resource, service life, probability of failure-free 
operation, availability factor) of the system, the 
configuration of the parallel computing system is selected or 
the suitability of the selected computing system for solving 
this problem is considered.  

The approach is based on the mathematical method of a 
multilevel stochastic simulation of the performance of CIJ 
[18] on parallel computers, which is superior in accuracy to 
the simulation of the same processes, since it allows to 
calculate the distribution function of the CIJ runtime. 
Calculation time according to the method [18] is an order of 
magnitude less than that required for simulation.  

III. THE METHOD OF MULTILEVEL  
STOCHASTIC MODELING   

One of such methods that most accurately solves the 
problem of predicting CIJ execution time is the method of 
multilevel stochastic modeling [18], which reduces the 
number of states of Markov process with an insignificant 
(by a few percent) increase in the prediction error of CIJ 
performance in parallel CS.  

The essence of the method of circularly stochastic 
modeling is as follows.  

The graph G of a given CIJ (Fig. 1) is described by the 
table of the connectivity of its vertices (Table 1). The Table 
contains N rows (by the number of vertices of the graph G), 
each of which indicates the numbers of jobs (vertices) that 
are the predecessors and successors of this job. 

The process of CIJ performance is represented by a 
mathematical model (Fig. 2) in the form of a single-phase 
queuing system (CS) with k ≥ 2 of the same type servicing 
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devices (CD) with buffer B for jobs ready for execution 
(current front F), the latter come from pool P containing 
initial state of n jobs. 

 

 

Fig. 1. Count G of a given CIJ 

The vertices of the graph G (A, H), which defines the 
given CIJ, are divided by the number of vertices into layers 
(tiers), the number of which is determined by the number of 
vertices of the critical path in this graph (Fig. 1).  

Each layer is a set of parallel jobs that can be performed 
on the CD at the same time.  

Note that splitting the vertices of the graph into tiers can 
be ambiguous.  

For the mathematical model of the process X (t), this 
means that the pool of jobs P is divided by the number of 
layers into R pools, where R is the length of the critical path 
in the column of CIJ. 

The model operates in continuous time. Random time tj 
the service of any job aj is assumed to be distributed 
exponentially with the parameter µj = 1 / M [tj], but in our 
case the value of j remains different for different jobs, 
depending on the specific values of M [tj]. At the initial 
moment of time, one application arrives from the pool P in 
the system (buffer B and CD servicing devices) – “initial” 
operation a1, which immediately begins to be serviced at 
one of the CD. Upon completion of the service a1 (in the 
general case, aj) in the CD, this job leaves the system 
“transmitting” its number j to the pool P, from which the 
successors of the job aj , which turned out to be ready for 
execution (that is, all of them predecessors) the numbers of 

these jobs are uniquely determined from the table of 
connectedness of the vertices of the graph G and belong to a 
certain subset of layers from h to h + l-1 (“view window”), 
moreover: 

– the value of h can vary from 1 to R; 
– l is the number of layers in the "view window" – can 

vary from 1 to R; 
– h-number of the initial layer in the "viewing window"; 
– h + l-1-number of the final layer in the "viewer".  

Table 1 

Table of connectivity of vertices of graph G (Fig. 1) 
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1 – 2.4 150 0.0067 12 2 

2 1 3.7.8 30 0.0333 11 3 
3 2 5 160 0.0063 10 1 
4 1 5 80 0.0125 10 1 
5 3.4 6.11.17 70 0.0143 9 3 
6 5 9 120 0.0083 8 1 
7 2 9 170 0.0059 8 1 
8 2 10.13.16 50 0.0200 8 3 
9 6.7 14 130 0.0077 7 1 
10 8 14 150 0.0067 7 1 
11 5 18 100 0.0100 4 1 
12 14 15 160 0.0063 5 1 
13 8 15 100 0.0100 5 1 
14 9.10 12.18.20 40 0.0250 6 3 
15 12.13 19 30 0.0333 4 1 
16 8 19 170 0.0059 4 1 
17 5 21 100 0.0100 3 1 
18 11.14 21 70 0.0143 3 1 
19 15.16 22 130 0.0077 3 1 
20 14 22 80 0.0125 3 1 
21 17.18 23 120 0.0083 2 1 
22 19.20 23 50 0.0200 2 1 
23 - - 40 0.0250 1 0 

 
Thus, at any given time in the system there may be not 

all CIJ jobs ready for execution (as in [18]), but only those 
of them that are in the “viewing window” from l adjacent 
tiers, and this is the “window” moves along the CIJ column 
one tier, as soon as the job of layer h is completed.  

Note that for l = R, the lamellar simulation reduces to a 
direct stochastic simulation of the performance of the CIJ as 
a whole [13]. 

Within each "viewing window", the system operates 
according to the algorithm described in [18].  

The operation of the CS is described by Markov process 
terminating X (t) over a set of states {( ; ; )w nX m i j=

r r
}; wi

r
 

includes the numbers of jobs ready for execution and 
waiting in buffer B, nj

r
 includes the numbers of jobs that 

are being serviced in the CD.  
However, now all the job that goes into ;w ni j

r r
belongs to 

the layers from h to h + l-1. This means the following: until 
all the job of the h – th layer has been completed, the job of 
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the layers following the layer h + l-1 cannot be performed. 
After all the job of the h – th layer has been completed, the 
total number of layers in the “viewing window” is again 
brought to l (unless many layers of R have been exhausted) 
and the algorithm described above is repeated. Thus, the 
feature of the CS functioning here is that in the system at 
any moment of time there can only be jobs related to layers 
with current numbers from h to h + l-1. 

 

  

Fig. 2. Mathematical model 

We will assume that a certain discipline (criterion) K 
[14] is given for an unambiguous selection of jobs from 
buffer B for maintenance in the CD, for example, the choice 
of job with the smallest number, therefore when the CD is 
released, the jobs according to the given criterion K have 
the highest priority (dispatch rule) [13–18].  

To illustrate the functioning of the model (Fig. 2) 
when performing CIJ according to Fig. 1, we assume that 
the system contains two CD, that is, k = 2, and it can only 
have two layers at each time, that is, l = 2.  

The predecessors of each job aj are indicated here only 
if they belong to the previous l-1 layers. For example, for 
job a11, which belongs to the 9 – th layer (denoted by a11 
(9)), Table 1 indicates that it does not have predecessors 
(although in fact this is the job of a5(4)): for l = 2, it is  
4-th and 9-th tiers cannot simultaneously be in the “view 
window” and in the system.  

Similarly, the successors of each job aj are indicated 
only if they belong to the following l-1 tiers. For CIJ in Fig. 
1 at the end of service a1 (1) belonging to the first layer and 
pool P1, are ready to perform the job a2 (2) and a4 (3) of the 
second and third layers with P2 and P3 (see Table 1), which 
enter the system, and in this case directly on the CD. If the 
first of these jobs was a4(3), then the system does not receive 
new job, since a5 (5) is the successor of job a4(3) is not ready 
for execution (job 3(3) was not done), and there are only the 
job of the 2 – nd tier is a2(2). If the execution of a2(2) is 
completed (the only one in the P2 pool), then the system 
can receive the job of the two following tiers (with l = 2), 

that is, with P3 and P4, but in this case only one job comes 
a3(3) – successor of job a2(2). Now the system will have two 
jobs of the 3 – rd layer – a3(3) and a4(3). When one of these 
jobs (a3(3) or a4(3)) is completed, no new jobs enter the 
system, since in both cases job a5 (4) is not ready to be 
performed. Note that both jobs of the 3rd tier – a3 (3) and 
a4(3) (from P3) have not yet been performed. The System 
will receive job from the 5th tier (from P5), in particular 
a7(5) and a8(5). For the mathematical model in Fig. 4 this 
means that job a7(5) and a8(5) do not have predecessors, job 
a3(3) has only one successor – job a5(4) (see Table 1).  

The algorithm for determining the state of the process 
when performing a specific CIJ is described in [18].  

IV. BLOCK – DIAGRAM  
OF THE SOFTWARE PACKAGE  

The program complex consists of six modules: 
– module for setting the structure of the graph; 
– module for determining the states of the BMP; 
– module of transformation of the matrix Q to a block 

triangular form; 
– module for calculating the average time; 
– module for calculating the distribution function; 
– module for selecting a configuration of a parallel CS. 
In Fig. 3 a block diagram of the connections of all the 

modules listed is shown. 

V. THE MODULE SETS THE STRUCTURE  
OF THE GRAPH CIJ   

The module for specifying the structure of a CIJ graph 
is used to enter input data using the algorithm described in 
Chapter 3, as well as in [18]. As the initial data are used: 

– the table of connectivity of the vertices of the graph, 
which describes the graph G of a given CIJ (Table 1, 
columns 1-3.) 

– parameters characterizing the given CIJ (see below); 
– the parameter of parallel CS – the number k of 

service devices (computers of the CS) 
– the cr parameter, which specifies the scheduling 

criterion; 
– l is the number of layers in the “view window” – can 

vary from 1 to R; 
– h-number of the initial layer in the “viewing 

window”; 
– h + l-1-number of the final layer in the “viewer”. 
– D– probability of performing CIJ at time given Tmax.   
The parameters that characterize a given CIJ are: 
– N is the total number of all jobs given by the CIJ (or 

the initial number of applications in the pool P); 
– μj – the intensity of service of each job (application) 

(Table. 1 column 5) 
– bj is the degree of connectedness of each job of this 

CIJ, which determines the number of successors (subset 
{aJS}j) of job аj (Table 1, column 3) 

– rj is the rank of job aj in a given CIJ. 
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 Module for setting the structure of the 

graph 

Module of transformation of the matrix 

to a block triangular form 

Module for determining the states of 

the breaking Markov process (BMP) 

Module for calculating the 

distribution function 

Module for calculating 

the average time 

Module of configuration of parallel CS 

 
 

Fig. 3. Block is a diagram of a software system for designing 
complex systems on the parallel computers.  

The cr parameter, which specifies the dispatching 
criteria, can take the following values:  

– 0 – scheduling by rank criterion: “rj” (Table 1, column 
6);  

– 1 – scheduling by the criterion of rank of 
connectedness of the vertices “rj / bj”;  

– 2 – scheduling according to the criterion “the choice 
of job with the lowest number”;  

– 3 – scheduling according to the criterion “the choice 
of job with the highest number”. 

VI. MODULE FOR DETERMINING THE STATE  
OF THE BMP WHEN PERFORMING A SPECIFIC CIJ   

The module implements the algorithms described in 
Section 3, as well as in [18].  

Set the initial state of the system.  
 
State of the system:  
Pool job = N-1  
Job buffer = 0  
Job CD = 1 (i.e. job a1)  
Number of States = 1  
Current state = 1  
 
The module uses three job arrays: 
– the array Q (s, s), which defines the matrix Q of the 

transition intensity of the considered terminating Markov 
process; 

– arrays X1 () X2 (), elements of which are the state of 
the system Хp (m, iw, jn).  

It should be noted that with tier stochastic modeling, the 
dimension of the array Q (s, s) with l = R can be estimated 
by the formula (1). This is advisable for CIJ with a small 
amount of job, when the number of states of weapons of 
mass destruction is deliberately small. For large dimensions 
of the model, there is a sharp increase for computation 
required for processing the matrix Q, and hence, an increase 
in the cost of computer memory. So for the graph shown in 
Fig. 1, the number of states in accordance with formula 1 is 
equal to 233, in reality, S = 134 with l = R; S = 63 with  
l = 2 (Table 1).  
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Therefore, to reduce the amount of computer memory 
used, it is desirable to determine the actual dimension of the 
array Q (s, s), which is one of the results of the 
implementation of the algorithms for determining the states 
of the BMP [18-20] in this software module. An additional 
opportunity to save computer memory when implementing 
the proposed methods is a special numbering and state order 
in the process of constructing the matrix Q (s, s) [14–18]. 

VII. CONVERSION RATE MATRIX TO BLOCK 
TRIANGULAR FORM 

This software module not only transforms the matrix Q 
of the intensities of transitions to a block triangular form, 
but also forms this matrix in a compressed form, which 
simplifies and speeds up the execution of algorithms for 
obtaining the numerous characteristics of the system under 
study. 

To bring the matrix to a triangular form, it is necessary 
and sufficient to order the elements of the state vector X. 
The numbering and ordering of states, as in [18], is created 
by decreasing or not increasing the values of the parameter 
m (the current number of jobs in the pool P), so that the 
value m for each state Хp Є X would appear no more than in 
any of the previous (with a smaller number) states. States 
with the same values of m are ordered by decreasing or not 
increasing values of c = w + n (the number of jobs in the 
system); if two or more states are characterized by the same 
values of m and c, then they are numbered arbitrarily.  

To reduce the amount of used memory and accelerate 
the calculation, a special representation of the lower 
triangular matrix Q of dimension n * n in the form of two 
arrays was used: 

– array wq (m, p) values of zero elements in the row of 
the matrix Q, 

– array iq (m, n) of numbers of nonzero elements in the 
row of the matrix Q.  
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Since in the matrix Q all diagonal elements are nonzero, 
in the array iq (m, n) the first column is used to indicate the 
type of row in which the nonzero elements described in it 
are located. The module also uses an array num (p) of the 
number of nonzero elements in rows of various types and an 
array vec (n) of the probability vector of the initial states of 
a system of dimension s. 

VIII.  THE MODULE CALCULATES THE AVERAGE 
RUNTIME CIJ   

With the help of this module, the average value of CIJ T 
execution time on homogeneous resources of parallel СS is 
calculated. In this case, the module uses one job array T (s, 
4), in which the current value T is remembered. 

IX.  THE DISTRIBUTION FUNCTION  
CALCULATION MODULE   

With the help of this module, the distribution function 
of a random variable T is calculated – the execution time of 
a complex of interrelated jobs of a parallel CS. The 
algorithm for finding the distribution function of a random 
variable is described in [20].  

X. MODULE OF CONFIGURATION  
OF PARALLEL CS  

Based on the results obtained, as well as the system 
reliability parameters, the configuration of a parallel 
computing system is selected that satisfies all the necessary 
requirements for its operation, or the suitability of a 
previously selected computing system for solving a specific 
problem is considered. 

XI. CONCLUSIONS   
Based on the analysis of mathematical models, methods 

and algorithms for cyclic stochastic modeling, as well as 
research, a high-performance software package was created, 
designed to solve the problem of designing complex parallel 
computing systems in full. This software package calculates 
the parameters of the computing system: the average time of 
task execution on homogeneous resources of a parallel 
computing system with a given probability, and also 
calculates the distribution function of the task execution 
time in a parallel computing system. Based on the analysis 
of the parameters obtained, as well as reliability indicators 
(for example, technical resource, service life, probability of 
failure-free operation, availability ratio) and the computing 
power of the system, the system configuration is selected or 
the suitability of the previously selected computing system 
is considered. The computational resource obtained in this 
way can be one of the components of a complex cyber-
physical system and allows you to control various objects of 
this system in real time.   

The use of the method of multilevel stochastic 
modeling in the developed software package makes it 
possible to regulate the amount of RAM used in computing 
resources. So, for l = R, the total amount of computer 

memory used for processing the transition intensity matrix, 
which corresponds to performing a set of interrelated jobs 
with N <100 jobs, about 260 kilobytes, and for l = 2, about 
120 kilobytes. 
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