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The paper presents a short introduction to several electronic resources for Ukrainian
language, namely, two treebanks: the Gold standard (ab. 130 thousand tokens), manually
annotated in the Universal Dependencies flavour (https://universaldependencies.org/), which
comprises the training data for a machine-trained syntactic parser, and a big (near 3 billion
tokens), automatically annotated General Treebank (also known as Zvidusil), as well as a
valency dictionary, developed by the Institute for Ukrainian, NGO (Kyiv) in 2015-2019
(https:.//mova.institute/). We also describe an experimental usage of the valency dictionary
infor mation to boost the per for mance of the syntactic parser. As a proof of concept, we discuss
the case of syntactic and morphological ambiguity of frequently used Ukrainian pronouns
supervised machine lear ning techniques with a theoretical linguistic support. Apart from the
multiple morphological ambiguity (24+ possible tags for each of these forms), one of the
challenges connected with the presented linguistic phenomenon, is that its correct
disambiguation involves anaphora resolution and semantic roles identification. On the one
hand, this makes the disambiguation process much more complicated, given the followed
annotation design, on the other hand, by resolving a seemingly low-level (morphological)
problem we gain a bonus in the form of significant textual analysis hints which can be later
used in various NL P applications for Ukrainian. The present articleis a practical follow-up of
its more theoretical predecessor (Kotsyba, Moskalevskyi 2018 [11]), where the linguistic
under pinnings of the syntactic and mor phological inter pretation of the pronouns iioro, ii, ix in
comparison with other Slavic languages are presented in greater detail.

Key words. Ukrainian language, Treebank, syntactic parsing, semantic roles, valency
dictionary, anaphorar esolution, mor phological disambiguation, supervised machine lear ning.

Hageneno KopoTkuii onuc AeKiJIbKOX eJIeKTPOHHUX pecypciB yKpaiHCbKOI MOBH, a caMe
ABa CHHTaKcU4Hi kopmycu: 3osotuii crangaprt (oinsi 130 Tmc. ciiB), aHOTOBaHMii BPY4YHY
aepesamu 3anexknocreii Universal Dependencies (https://universaldependencies.org/), mo
CTAHOBUTH TPEHYBAJIBHI JaHi JIsi CHHTAKCHYHOT0 Mapcepa, Ta BeJuKHii (Maiixke 3 MiIbsipau
CJ1iB) aBTOMATHYHO aHOTOBaHMii 3araibHUi CHHTaKcHYHHMi Kopmyc (3Bimyciib), a Takoxk
BAJICHTHMI CJOBHUK yKpaiHchbkuX giecaiB. Lli MoBHi pecypcu po3podasiorbes B Inerurtyri
Ykpainucskoi, 'O Bin 2015 poky Ta € A0CTYNHI 115 HeKOMepUiiiHOTO BXKUBAHHSA i/l apecoio
yeranoBu https://movaiinstitute/. Tako:xk omucano excniepuMeTajJbHe BUKOPHCTAHHSI BaJleH-
THOTO CJIOBHUKA VI MOKPalleHHS AKOCTI pOO0TH CHHTAKCUYHOI0 Mapcepa 3 BUKOPUCTAHHAM
MAIIMHHOTO0 HABYAHHS Ta IPYHTOBHOI TeopeTHMKO-JiHrBicTU4HOI 0a3u. Ilpuxaamom Oyjam
KOHCTPYKIIii 0c000BO-NPUCBIiiHUX 3aliMeHHUKIB “Horo”, “ii’, “IX”, KO:KeH 3 SIKHX Ma€ MOHAJ
24 moxauBi mopdoJioriuni Taru, y cnoJiydeHHi 3 repyHiieBUMu iMeHHHKOBUMH (popMamMH, 110
TAKO)K MOXKYTh MaTH Ppi3Hi rpamatuuni iHTepnperamii (i3 KJIHWYOBHMH CeMAaHTHYHHUMH
poasimu a6o Oe3 HuxX). Bubip mpaBuabHOI iHTepmperamii y 0araTb0X BHNIAIKaX BHMArae
inenTudikauii ceMaHTHYHOI PpoJTi iIMEHHHKa, 1[0 HOro 3acTynae y TekcTi 3aiiMeHHUK, i/ado
po3B’'sizannst  kopedepennii (anadopu). 3 ogHOro OGOKYy, 1€ YCKJIAIAHIOE MPOILEC
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YOAHO3HAYHEHHS; 3 iHIIOro 60Ky, MU OTPUMY€EMO OOHYC /ISl AKICHOT0 AaBTOMATHYHOTI0 aHATIZY
TEKCTY, HeoOXiTHOro /1A 6ararbox 3acrocyBanb B 00pooui npupoanux Mo (NLP). IIpoana-
Ji30BAHO THUMOBI MOMMJIKH aBTOMATHYHOIO NMAPCHHIY /sl JOCTIKYBaHOI KOHCTPYKILii Ta
MO/IAHO MPAKTU4YHi pexoMeHAANli 10 CTBOPEHHS TPEHIHNOBMX JaHUX JJISl KPalloro HaBYaHHS
napcepa y Maii0yrabomy. CTaTrsi € TNPaKTHYHUM TPOJOBKEHHSIM JIIHIBICTHYHOIO
nocaimkennna (Kotsyba, Moskalevskyi 2018 [11]), me mogano TeopeTH4YHe OOrPYHTYBAaHHS
pilieHHs1 nMpo6aemMu iHTepnperanii 3afiMeHHUKIB Ta IepyHIi€BUX iIMEHHUKIB AJIfl YKPaiHCHKOL
MOBH Ha TJi iHIINX CJOBAHCHKHUX MOB.

KarouoBi cioBa: ykpaiHcbka MOBa, CHTAKCMYHHMI KOpPHYyC, [epeBO 3ajIe:KHOCTei,
BAJICHTHHMI CJIOBHMK, CeMaHTH4Hi poJii, aHadopa, Mop¢osioriyHe YOaJHO3HAYEHHS, MAILIUHHE
HABYAHHS.

Introduction

High accuracy syntactic and morphological parsing still remains one of the biggest challenges of the
natural language processing, especialy for the morphologically rich languages like Ukrainian. In the
present paper we are going to describe some of the disambiguation problems we have encountered while
training a syntactic and morphological parser for Ukrainian and possible ways to cope with them. The
paper is structured as follows: Sections 2 and 3 give a short overview of the language resources used
(composition of treebanks, the syntactic parser’s performance, peculiarities of annotation, and the valency
dictionary in development), Section 4 describes an experiment conducted to verify how making the parser
partialy valency aware reflects its performance for the investigated structure, Section 5 is an overview of
possibl e disambiguation solutions, and finally Section 6 presents conclusions and paossible further work.

Treebanks and the parser used

The presented below resources are being currently developed by Institute for Ukrainian, NGO as a
grass root initiative in partial cooperation with the faculty of philology of Kyiv Mohyla Academy, see also
[10]. They are made publicly available for non-commercial use.

The present! 1U Gold standard Treebank (“1U” in its title stands for “Institute for Ukrainian”)
contains fragments of genre balanced texts from the XX—XXI¥ centuries, amounting to over 130K
manually annotated tokens with morphological and syntactic features. The morphological annotation
quality was assured by a 2+1 system, where two independent annotators worked on the same texts and the
third annotator resolved any discrepancies in their annotation. The syntactic part is being developed within
the Universal Dependencies (hence, UD) project’ since November 2015, which makes it conceptually
aligned with other 70+ languages and quality attested. This layer of annotation is done by only one human
annotator but later it goes through checks by other annotators and the whole Treebank is subjected to more
than two hundred of manually designed and programmed consistency tests.

U General Treebank (Zvidusil)® is parsed automatically based on the training data of the Gold
standard. It contains 2 848 203 658 tokens, mainly harvested from the Internet or granted by friendly
publishing houses. The essential parts of it are: fiction (also translated), newspapers, fora, blogs, manuals,
documents. Both Gold and General Treebanks are the first syntactic resources for the Ukrainian language
of this size and quality”.

! Starting from of May 2018, both treebanks are searchable through one of the alternative engines:
https.//mova.ingtitute’lkontext or https.//mova.ingtitute/bonito. |U Gold Treebank can be downloaded from
https.//mova.institute or https://github.com/Universal DependenciesUD_Ukrainian-1U/tree/dev.

2 https://universal dependencies.org

® The original nameis Zvidusil, from Ukrainian ssioycize meaning ‘from everywhere .

* Another existing project dedicated to Ukrainian syntax that deserves attention is developed at the Ingtitute of
Philology of Kyiv National University (http://www.mova.info/Page2.aspx?1=14) but as of March 2019 it looks like
rather a small, experimental resource as compared to ours: http://www.mova.info/syntaxis_search.aspx
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The morphosyntactic and syntactic parser was trained on the Gold standard Treebank and its
performance on 15K test set as of May 2018 is summarised in Table 1 below:
Table 1

Statistics on the per for mance of the UDPipe® mor phosyntactic parser for Ukrainian

metric on plaintext (%) | pretokenised ( %)
universal® parts of speech 97.25 97.45
UD morphological features 91.48 91.61
UD wholetags 90.87 91.00
lemmas 98.2 98.43

UAS: unlabelled attachment score  (head
without relation)

LAS: labdlled attachment score (head
and relation)

79.27 82.1 (also manually premorphotagged)

75.52 79.89 (aso manually premorphotagged)

Even though the parser performs quite well as compared with corpora for other languages in
UD, with roughly every 10™ morphological and 4" syntactic tag being wrong, its everyday working
use for linguistic analysis is still not possible. This is the reason why we are looking for ways to
enhance its parsing performance. The analysis of typical parsing mistakes of the |U syntactic parser
reveals that it copes well with very frequent phenomena but requires better training with respect to
rare ones. Pronouns make one of the problems which deserves special attention due to a high
frequency of their use. Some of the contexts they appear in, however, are not so frequent and may
cause difficulties for automatic parsing.

Quality of annotation largely depends on the annotation scheme design and the chosen level of
its granularity, and to some extent can be manipulated by adjusting both the parameters. However,
in the case of the syntactic parser trained on the Gold Treebank, the area for manoeuvres is limited
by the accepted international standards of annotation, namely, the scheme used by the Universal
Dependencies initiative. The UD project, whose aim is a consistent cross-linguistic syntactic
annotation of many languages, started in 2013 and by March 2019 the quantity of languages has
grown to 76, with a dozen more upcoming. The Ukrainian branch has been developed there since
2015, and by July 2018 five stable releases had been produced. The annotation scheme used in UD
has its roots in the Stanford dependencies for English [3], Google universal part-of-speech tags [15],
and the Interset interlingua for morphosyntactic tagsets [18], but it is still constantly evolving to
reach better consistency throughout the involved languages. Apart from the necessary common core
of the universal parts of speech, features, and relations, each language may have language-specific
features as well, so its peculiarity is not compromised for the sake of the general “good”.

The Ukrainian version of the UD tagset has its roots in the MULTEXT-East v.4 (MONDILEX, or
MTE for short) morphosyntactic tagset, for more details see [5, 7]. In the light of the present research this
relation is important, as the discrepancies in the pronouns conceptualisation in both projects were reflected
later on some aspects of their (pronouns) annotation. In particular, MTE was focused rather on the
morphological and partly also etymological aspects of pronouns while leaving the syntactic function to be
deelt with at the level of syntax.

® State-of-the art parsers, e.g. Stanford [4] reach far better performance (up to 87.5 % LAS), but do not support
plugging in amorphological dictionary, which is needed for our experiments. We therefore use UDPipe.
® In this context “universal” refersto those used in the Universal Dependencies (UD) project.

103



Table 2
Possible combinations of tags for Ukrainian pronounsin MUL TEXT-East v.4 (MONDILEX)’

POS | Type Ref Type |Person |Gender |Animate |Number |Case Synt_Typ | Example
e
P p 12 y P ngdail n s, MEHe, TH, To01,
MM, HaMH, BH, Bac
P p 3 mfn S ngdail n BiH, BOHA, BOHO,
ioro, ii, Homy,
HHUM, HEIO, HbOMY,
Hi#
P p 3 p ngdail n BoHd, 1Ix, iM,
HUMU, HUX
disgrzgx m S ngdil a TaKui, IIOr0
disgrzgx fn S ngdail a Taka, ILOro, IIii,
ore
disgrzgx p ngdil a TaKi, TAKKX, [IAM
disgrzgx m yn S a a TOTO, TaKoro,
THX, TAKUX, TOH
P disgrzgx yn p a a THX, Ti

UD has a unified treatment of pronouns with respect to their syntactic environment. Therefore, the forms
information in UD, in addition to the original, much fewer, personal pronounstagsin MTE.

Example of pronoun tags in the UD Gold Treebank for Ukrainian 2 out of 29 available tags for the
form ziozo.

itoro BiH PRON Case=Acc|Gender=Masc|Number=Sing|Person=3|PronType=Prs

Horo ioro DET
Case=Nom|Gender=M asc|Number=Sing|Person=3|Poss=Y es|PronType=Prs|Uninflect=Y es

This multiplicity of tags is a cause of disambiguation trouble in general, although most often it is the
basic possessive (DET)::personal (PRON) distinction which is of the most practical significance.

Introduction of the possessive interpretation of oeo, ii, ix pronouns demands automatic
disambiguation in the cases with which even human annotators themselves may have troubles. Let us
discuss some examples first.

In the easiest situation, when these forms precede nouns, they are possessives, while when they
precede verbs, they are personal pronouns replacing some of the verbal arguments (most often Agent of
Patient). However, there is a specific type of situation when nominal and verbal qualities are mixed,
namely, the gerundial form (in academic grammars and dictionaries of Ukrainian these are nouns of the
deverbal origin ending with -#us/-mms)®. Example of the possessive use of the pronoun: °

Ilpupoono, wo coyionocis Hatiuacmiuie NOGUHHA po32nAoamu IHOUGIOA [ 11020 NOJLONCEHHA |
sHauenns 6 pisnux coyianvrux 36'sskax.’ Naturally, sociology most often has to consider the individual
and his/her paosition and significance in various social relationships.’

" http://nl.ijs.s/ME/V 4/msd/html/msd.P-uk.html

8 Following the way it is done in [11], we will be using the term “gerund-like form” (GLF, for short) to talk
about such nounsin a generalised way, before disambiguating them into nouns or gerunds proper.

® Demo of the on-the-fly parsing is available at https://mova.institute/ananizarop.
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natopaTopif yKpaiHcbKol

MOpPOCHHTAKCOBMW aHanisaTop nemMo
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MpupogHo U couionoris HarYacTiwe NOBMHHA pO3MNAAaTH iHAWBIAa i Moro  NONoMEeHHR i 3HEYEHHA B  PiSHMX

posg

v

A DM

Aty
nPUE™ ™ RiMEH  Posg

couianbHKUX 3B'A3Kax

[pvpoaHo, wWo coulonorlf HamyacTlWe MOBMHHa PO3rnNAAaTM 1HAMBlAa 1 MOro MOMOKEHHA 1 3HA4Y€HHA B PLl3HWMX coUlanbHWUX

3B A3Kax.

Fig. 1. Parsing resultsfor the possessive pronoun, tree mode

The same sentence parse can be shown in the table format.*

nabopaTopid yKpaiHcbkol

MopdOCHMHTAKCOBMIA aHanisaTop niewo

¥ cnoBo nema YM ModonoriyHi pucu ronoeBa sB'A30K

1 [lpuponHo npupoaHo MPUC Cryn=bas (%] KOp1lHb

A , P03 6 pozn

3 wo weo ncnon 6 nc

4 couionoris couionoris IMEH IctoTa=HeicT|Biagm=Has|Pip=MiH|Yucno=0gH 6 nigmeT

5 HamyacTiwe HaWdacTiwe [IPUC Ctyn=Ha#e 6 npucnmog

— = = - - &

MpypopHo, wo couionorifs HaWyacTiwe MNOBWMHHA POSrNAfaTM 1HAMBLAA 1 MOro NONOMEHHA 1 3HayeHHA B PisHux coulansHux

3B'A3Kax.

ayrd REGIGE VL MUERECTON yHisepoansHl

Fig. 2. Parsing results for the possessive pronoun, table mode

Example of the quasi-possessive use of the pronoun, where iioeo ‘his' refers to the proper name
subject “Pobept Mrosep”, the Agent of the gerundial action.

Ingpopmayiro 6yno nepedano adsokamy Pobepmy Mrwnepy ¢ pamkax #oz2o poscrioysanns. ‘The
information was forwarded to the lawyer Robert Muller as part of hisinvestigation.’

poag)
e Scrooy bl 2
/-—l_,tk. / — — oborann - . > npes —--\'4 \
IMEH [Iec * Ao\ e FHEAeA ey~ TSHER b O i TIPMEA PN iMERY 3P TN IMEH PO30
IHopmalio Byno nepeaaHo agsokaty — Pobepty Mionnepy B paMKax Horo po3ciigyBaHHA

Fig. 3. Parsing resultsfor the Agent pronoun role, tree mode

Such uses are treated as possessive in our approach, given a broad understanding of possessivity.
The main reason is to differentiate this use from the Patient one, which isillustrated bel ow.

19 Mind the highlighted option ma6muys ‘table’ vs dyza ‘arc’at the bottom of the screenshot. There is aso an
option for the universal (in the UD sense), English names of the morphological tags and relations, but we will be
using here the trandated ones for the convenience of the target Ukrainian user.
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Example of the non-possessive use of the pronoun, where it stands for a semantic Patient:

Ocobnusocmi  HAOAHHS CREYianbHUX 0036801i8 HA 30IUCHEHHsT 20CH00apcbKoi OisIbHOCE 3
2e0/102i4H020 eusyuenHs sanacis zazy (Memany), H020 8u006YEAHNA HA UWAXMAX BUSHAYAIOMbCA 8iI0N0BIOHO
0o yvoeo 3axony. 'The peculiarities of providing special permits for carrying out economic activity on
geological exploration of gas (methane), its mining in mines are determined in accordance with this Law.’

nigueT

’/ it e — / _§ Z 11111
IMEH"""P*"™* IMEH nPuK™ “\lnEw I'\PMH-F YN men” NPk ™ " ™~ IMEH MPUiA I'IF'LrIK ‘‘‘‘‘ IMEH ™ MEH P H|EH/|;[L.H

OcobnuBocCTi HafaHHA CnelianbHWX A03BCNIE  Ha 30iACHEHHA rOCNCAapPCLKOI AianbHoCTi 3 reonoriMyHoro BUBYEHHA 3anacie rasy (

e
1pn9w

o, Lﬂ \ [ -
PR~ EH P *pgan  POA ALI‘I IMEHY P \IHEH alec ™ [PUC rPx ﬂrpm

METaHYy b = HMoro BMAoOyBaHHA Ha WaxTax BU3Ha4YaloTbCA BIANOBIAHO A0  UbLOro 3aKoHy

STNIMEH  PO3f

Fig. 4. Parsing results for the Patient pronoun role, tree mode

Even though sentences with several pronouns surrounding the GLF are considered non-grammatical,
most likely dueto their challenged comprehensibility, they still happen in the real language use. The query
[word="ix[iifiioro"] [lemma=".*(uusfrrsa)"] [word="ix[iiliioro"] to Zvidusil treebank returned 373 results.
In our case they are good illustrations of a predicate (gerund, in this case) accompanied by both semantic
roles, when one of the pronominal uses is possessive (or rather quasi-possessive, as it stands for the Agent
role) and the other is personal (stands for the Patient). Of course, many of the hits represent cases when
both pronouns refer to different predicates, but there are quite a few examples of the pattern in question, as
in the exampl e below:

I it posyminus wozo ¢ my camy mums cmano odoseputenum. ‘And at that very moment her
understanding of it was perfect.’

423

1r0fﬂh’q

aeT E'JS«_

ccron’ 3nPiAK T TNmEH” ™ sai  nPWi 3NPMK. 3NPKK A= VEH 00TeR ,1|ec"’“°"°’°"'npwr{ PO31
I ii  posymiHHR florc B Ty  camy MWTb CTane  AcBeplIeHUM

Fig. 5. Parsing results for double pronoun roles, tree mode

We can also natice that when the second pronoun is omitted, the most prominent (and probably the
only possible) interpretation of the first pronoun changes to the personal (Patient) one. For more details,
comparison with other Slavic languages, and explanation see [11].

Sometimes GLFs lose traces of their origin and function as nouns (for example, they are able to
pluralise and can get adjectival modifiers of the non-predicative nature), eg. ocumms, cmamms,
o2onouenns. However, they can still be homonymous to real gerunds, cf. the example below.

. 8paxosyiouu me, wjo 0OBUHYBANLHUL BUCHOBOK Micmumbcs Ha matdce 500 cmopinkax y
yomupbox momax, iozoladj oconowenns mooce posmsenymucsa na xiroka ouie. ‘ Given that the indictment
takes almost 500 pages in four volumes, its announcing may extend for several days.’

Since most frequent use of the word ozorowmenna ' poster/advertisement/announcement’ is nominal,
the parser mistakenly treats the gerundial forms as nominal either. It is only with the help of the semantic
hints: activity verb posmsenymucs ‘ extend’ and the temporal modifier of period na xinoxa onis ‘for several
days', that one can identify the gerund proper in this sentence.

The example above clearly belongs to the more complicated cases and is out of the scope of the
present research. However, it is a good illustration of the diversity of the problem which proves that we
should not expect its full solution using one particular method but should rather seek some approximation.
Therefore we will first concentrate on less ambiguous examples, where the lemma of the GLF is sufficient
to discern the grammatical quality of the pronoun. Since gerunds most often inherit valency patterns from
their ancestor verbs, information about valency of verbs from which the gerunds are derived seems to be a
valuable source of information.
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Extracting valency information

Valency information was extracted semi automatically from the Dictionary of Ukrainian language
(SUM, 26], the biggest currently existing dictionary with definitions of meanings of Ukrainian words), and
later revised manually™. SUM contains partial grammatical information about entries given in a loose
textual form and this was the main source of valency information for us. The digital unparsed version of
SUM available at http://sum.in.ua/ was used for this purpose. SUM contains very few noun entries with
valency information. Those with reference to verbs do not have any additional grammatical information. A
simplifying assumption was taken that gerunds inherit valency patterns of their ancestor verbs. The linking
between GLFs and the verbs was established on the basis of semantic definitions of the former which in
most cases state explicitly “action according to the meaning of ‘verb x’”, where ‘verb X’ is the infinitive
form of the gerund' s derivative basis. Hereis an example of such an entry:

BU3HAHHS, s, piako BUBHATTS, s, cep. 1. Mis 3a 3Ha4YeHHSM Bu3Hatu 1—3.
[http://sum.in.ua/s/Vyznannja)].

Gerunds extracted on the basis of word definitions are this way already disambiguated from their
nominalised homonyms. For simplicity, the remaining meanings are just not taken into consideration but
they exist and add to GLFs' lexical ambiguity. The word susnannsa ‘recognition’ illustrated earlier has two
more lexicalised meanings, and practically all other gerunds do.

Currently the valency database for Ukrainian includes 39207 verb meaning definitions, part of which
are mapped to 7450 gerundial forms (gerunds proper). 14454 verb meanings are unambiguously transitive,
20560 are unambiguoudly intransitive, and 4193 (about 10 %) can be either transitive or not. The derived
gerunds comprise 3527 unambiguoudy transitive, 1407 unambiguously intransitive, and 2516 (about
34 %) ambiguous forms, respectively.

Example of valency presentation and linking:

Il iiozolnoun gionosnenns nompibno decsmku Minblionié 2puseens... 'For its renovation tens of
millions hryvnyas are needed...’

The above sample sentence from the experimental test set is linked to two valency dictionary entries.
It uses information on transitivity for the ancestor verb through the intermediate dictionary for gerunds, see
two corresponding examples of dictionary entries below.

A working valency dictionary entry for a gerund (mind the two possible ancestors indicated here,
transitive and intransitive ones):

BITHOBJIEHHSI BinnoButu i1 Bigmmosurucs 1-3 verb  action:state 1. 3 [is i cram 3a 3Hau.
BIJHOBUTH ¥ BimHOBUTHCS 1-3.

Working valency dictionary entry for a verb:

BIJIHOBJIFOBATHU BIJTHOBJIFOBATH BITHOBJIATH imp. BITHOBUTU mepex. 1.

S Aacc-0 S.0A:acc - acc 0 acc 0 HapnaBatu
MOTEPEHFOr0 BUTIISILy YOMY-HEOY/Ib TOMIKOKEHOMY, 3ITICOBAaHOMY, 3pyHHOBAaHOMY; TPUBOJHUTHU [0
IMonepeaAHbLOr 0 CTaHy; IIOHOBJIFOBATH.

The above pattern includes: the basic form, its phonetic and aspectual variants (imp. stands for the
‘imperfective’), transitivity marker (nepex. is short for ‘transitive’ in Ukrainian), meaning number (1.),
lemma related valency pattern, meaning related pattern (in this case these are identical), morphosyntactic
pattern for the argument (in this case it is only the direct object expressed by the accusative case), for the
lemma and for the meaning. Comparing meaning valency patterns for particular meanings with the general,
lemma related ones, gives information about potential ambiguity.

Of course, there are more simplifications and assumptions in the present model to consider: 1) the
dictionary does not contain all the existing forms and all the existing meanings of the listed forms; 2) as
shown in [21, 23], Ukrainian gerunds are strongly grammatical and can be generated on the fly, making

" The presented resource actually grows into an independent valency dictionary. Whileit is currently in a very
raw state, there are plans to enrich it with missing valency information from corpora and publish for machine and
human use.
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use of the generative power of language [16]. Their presence in a dictionary therefore rather reflects the
frequency of their usage and discrepancies with the real language use can be expected. All these
circumstances contribute to the grey zone of the experimental results that are responsible for a considerable
part of the failures in the experiment. The purpose of the experiment thus was to estimate the scope of this
grey zone and of the impact of the valency information in its most basic form for disambiguating GLFs
dependent pronouns. The next section shows some details of this procedure.

4. Experiment

An additional specific test set (SpecTS) with utterances containing a 3™ person pronoun and GLF
pattern was created to test the impact of our improving efforts. A simple (string based) query pattern was
used to extract them from the Zvidusil Treebank: [word="ix[iifiioro"] [lemma=".*(uusfrrs)"]. The set
contains 150 samples from: fiction (60), fora (30), newspapers (30), and additional random genre (30); to
randomise the selection only one occurrence per document was allowed. This test set was later added to the
testing part of the Gold Treebank to see whether and which of our changes led to corrections of the
pronoun labeling by the parser.

JanmT x| 7| Horo, *(Haa | tTa), Yrueo 38,777 =

JHWMTH TiNEKM Nepwe sHaMaeHHA Ha gokysesTt 3,167 (1.11 Ha minekos) ﬂ

Cropinka | 1 3106 | MNepeidta | Hacrynna | Ocranes

Ekcnepumenti npodecopa M. | Tynseea Ta IHWMX YUEHMX NOKEIVIOTE, WO 34 JONCMONOH ENSKTROMErHITHOMD
nonA HEPEA NOAMHA MoEe “GadmrT™ NpegyMeT Ha EigCTadl, HanpMKAad, EiapizHWTH NPOEOHME Big gienexTpuka,

EWZHAYMTH Micye T pPOSTAWYEAHHA , hopsy, HANPAM Pyxy.

- Mig Tvm, Wo CTOITE ¥ HOTO NOCEIgYeHHI

ArBm BiH, HMEYYM TaM, IHAE X04a O OJHY ASCATY, OJHY THCAYHY YACTHY TOMD, W0 SHAE TENSD, HACKINBKM

uikaeiwms Byno O Horo HMTTA !

-XMTpO MMCANKM KPHYKOTEOPUI, - BPEWT] chasas [ puropis KanicTpatoewy, mos To BYN0 £4MHMM BMCNIAOM HOMD
EMBYESHHA

Je BiH nogisc-ca! — 4ve binebo Horo CHiIMAEHHA

Y1 peansHe T 3AIHCHEHHA 3 MOrAAAY Ha ADCAMHEHHA CYYacHOT HaykwW!

TyT i eigGynoca Horo NOCEAYEHHA E TEXHiKA-0CEITNHEAYE.

Faro math BMEDNA HESAOAPOoM NICNA HOMD HApPOAHEHHA , 1 BiH BMXOEYEAECA POAMYEMM MaTEDI

B micTeury [yaisaga mig Macyninatamon. )
Mo nueo, US NicCHA 0 HE HANEMANE A0 HAHBIAOMILIMX MENCAIR CHAHAMHASCHKOND KOMMOZWTOPE, aN8, HANEBHO,

s0Ha DyNa OgHMM 3 HEMIAQYIWESHILMK HOro TEOpIHE
BiunicTe guxas 11 AMXAHHA BiQYyYBAETECA BCHOM.
Hono i aUiKkaBIeHb HE OBMENYERN0CA HEMPOXIDYDIISK, AKOK BOHA 3AMMANACA B HAYHKOBD-

AOCHigHOMY THCTHTYTI.
Mwoaga siguyna Ti IHIAKOBIHHA 1, BHDYYAMHYM MaTip, CKAasana:

MogiGHuiA KonopuT BigpizHRe i Horo «<3afaeHe ceaHrenics («MuUTTA lcycas), nerkMi, QoWKYNEHMEA, NPoHK3aHKE
rannsCoKoR JOTENHICTH NamdneT, ge 08’ eKT BMCMIBAHHA 1 EMKPHTTA — ViKE HE KATONMUMEM, A EBAHMENbCEK]
onoeigi npo XpucTa, Woro HAPO4#EHHA , iAHHA, Yygeca.

Bme pasHeHeko gig Mpuuai vennasca go MoTysa, wod BiH KYNME Y MOro None We 3a Horo HMEOTTA

Fig. 6. Fragment of the concordance on which SrecTSwas based

The first step was to modify the tags in the Gold corpus to comply with our revised theoretical
assumptions about gerunds described above and retrain the parser. The results improved dlightly, see
column “fixes” in Table 3 below. The next step was adding basic valency information for GLF, to check
how transitivity of the verb from which the GLF was derived influences the parser’ s behaviour.

The results of the transitivity aware parser were compared against the basic line results. The
discrepancies were analysed and grouped. Manually crafted consistency tests'? were used for automatic

2The consistency checks are regenerated upon each new corpus build and can be traced at:
https://lab.mova.institute/files/pomylky_robochoho_tb.html.
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detection of problematic areas, e.g. pronoun parsed as noun in the context of a gerund derived from an
intransitive verb isa signal of a potential error, see Figure 7.

The consistency checks also helped to ensure no errors crept into SpecTS annotations. The last
column of Table 3 shows how information on transitivity improves given reasonably consistent (fixed)
tagging of pronouns.

The analysis of mistaken parses (i.e. of what the parser “refuses’ to learn) in the SpecTS reveals an
extended picture of the same problems as detected on the smaller set based on the Gold Treebank,
described in greater detail in[11]. However, the bigger scope of the set combined with the transitivity awareness
background presents a better overview of the phenomena in question, which makes it easier to define further
directions of work to overcome the ambiguity problem. They are presented further in Section 5.

M1429 peug2jk?: zvidusil__22/27
- HeoYTKYSaHMA BigMiHOK NPUEMeTHMEa-npucyaka & 2jkm
COHAYHWA npocTip noTpefye ACKPas0oro HaNOEHEHHA , TOX KOHKypPC GyAe KOPCTHKMM , & BiaGip |MpUHUMNOEMM

ane , AKWO BaMm € WO IANPONOHYEATW Ta YHMM 3AMEYSATHM TEODHO - THTENEeKTYANuHMiA KWis , ZanosmwiTe Tyra -
dopmy ¢ http: //bit. 1y 2502%Wx Ta nam'8TanTe |, WO AeanadH nNofadyi IaAsoK 2 AWnNEA .

M1430 pey#0337: hahrianyi__tvhrolowy /05

- HEMEREX1iHE AiECNOsS0 MAaE AopaTok & 033h

EHM3Y , no Semni , CAascs Mox , noobpocTas |yce| , wWwo TIiNbKWM MOXHA

M1431 peuF2tix: kandyba_oleh _paskova keramiks/06

- HEMEpEexX1iHE 41E€ECNOB0 MAE AopaTtok & 2t3z

W | Hi®KY| EMNOBHHEANOCH IHW3Y CAMHON , wob 3pobuTk 11 TAkJYow Ta CcTafinediwow , 4YacTUHHO abo 3o0BECIW
TaKk WO E0HAa A7CTaBEaNa 3HW3Y EWMARL CHKAEeniHHA

M1432 peug2t4n: kandyba_oleh _paskova keramiks/06

- HenepexiaHe A47€CA0E0 MAE AOOATOK @ ZT59
Npv A0OKNAAHOMY pOSCARsi-sixos. ( CNewisnsHo po3GWTHX ) , AKWMA 8 NMEpPesiE HA COTHAX NpUMIpDHUKIE
MOKA3&N0CA ACHO , WO |[MOCYAWMHY| BUFOTOEAANOCH HACTYNHWM Cnocogom

W1433 pey#g2tse: kandvba oleh paskewa keramika/ o7

- HenepexiagHe A47€CA0E0 MAE AOOATOK @ ZTST

CNoYaTKy BMpobDNANKMCA CTiHKM 17 B14 BiHUR a% A0 HOMM , 3 TOAT EBMIOTOBASNOCH AOAATKOEQ |HIXKY
EMBWYHHYH FAMHY 3 450X G018 Tak , wod nocTano AHO TA Y4aCcTHHHEe af0 NOEHE EMNOEHEHHA HiEKW

Fig. 7. Fragment of the validation results

Table 3
UDPipetest results on plain text

metric baseline fixes fixestvalency

specific test errs/ Y%acc 75 (50 %) 71 (47.33%) 66 (44 %)

parts of speech 97.25 97.25 97.27

features 91.48 91.58 91.32

whole tags 90.87 91.03 90.73

lemmas 98.20 98.16 98.24

UAS computed 79.27 80.11 79.82

LAS computed 75.52 76.28 75.93

Legend (for raws): fixes— model trained on fixed Gold TB. Validation rules were utilising valency
dictionary; fixestvalency — valency feature added to the Gold and to the UDPipe's morphological
dictionary, UDPipe was retrained; (for columns): computed = morphotagged by UDPipe; the rest of the
explanations are the same as for Table 1.
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Table 4
UDPipetest results on precomputed (gold) text

metric baseline fixes fixestvalency
features 91.61 91.71 91.32
wholetags 91.00 91.16 90.73
lemmas 98.43 98.40 98.24
UAS 82.10 82.87 79.49
LAS 79.89 80.50 81.90

Legend: precomputed for morphological results (features) and lemmas = pretokenised, for syntactic
results (UAS, LAS) = manually premorphotagged.

The “fixes” column shows the improvement of the test results after bringing some consistency in
annotating oo, ii, ix in pregerundial position in the Gold standard Treebank. The discrepancies were
caused by using different approaches during the manual annotation that were partly caused by diverging
guidelinesin MTE and UD®,

Adding valency deserves alonger comment, also because for the whole tags and feature sets the results
of the automatic, trained annatation dightly dropped. Thisis caused by the fact that the transitivity/intransitivity
markers for gerunds (partial valency informeation), after having been fed to the parser, have become an integral
additional feature in the tag. Even if all other than transitivity features in the tag were guessed correctly, the
failure in one feature means the failure of the whole tag. Therefore, the parser had to guess this marker for all
unknown cases as well, including those not listed in the dictionary, and was evaluated accordingly. Let us also
remember that the markers were projected from the transitivity values of the verbs from which the gerunds were
derived and that there are some naturally explained gapsthere.

In many cases the pronoun was mistakenly treated as a separate argument of the preceding verb, so,
transitivity of the gerund did not play any role in the interpretation of the pronoun that it followed. If the
parser had also been aware of valency demands of all other predicates, verbs in the first turn, the situation
might have been different. Some other possible reasons for failures are as follows:

1) Thetraining set was really small as for the needs of machine learning, even though it was good
enough to show where the problems can be expected. We need enough training cases for the parser to
establish the association between transitivity and the role of the pronoun. At the moment it seems that it
relies on the information about particular lemmas rather than on this kind of abstraction.

2) The added training set only included the annotation of the correct pronominal form (DET or
PRON) but all other words in the sentences were left untagged. Hence, other parsing mistakes could
influence the result of the whole parse.

3) The gerundial context itself is often not enough. It is necessary to include into the training set
sentences using the same combination of a pronoun and GLF lexeme where the pronoun has either the
possessive or personal interpretation depending on the wider context.

4) The UDPipe parser is based on statistics, which nowadays already starts looking a bit old-
fashioned. There are strong indications that neural network based parsers will be able to generate models
with better inferring abilities, so that even explicitly fed valency information may be not necessary.
However, no matter how good the learning system is, the quality of the data is crucial, so it is better to
identify the gaps beforehand.

Disambiguation pointers

The semantic role pointers were ordered from relatively clear cases, where the type of the GLF itself
decides whether it can (and need to) take the direct object or not, to more sophisticated ones, with a gradual
expansion of the necessary context. We analysed mainly errors but some correctly parsed samples are used
for better illustration as well.

31t hasto be noted that UD’ s guidelines were much | ess consistent at the beginning of the project than they are now.
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Noun markers:

1) There are many frequently used nouns with concrete meaning and no or hardly any connection
with the verb which are erroneously tagged as gerund, e.g. srcusomms ‘lif€ (stylistically marked), nacinns
‘seed’, micyesnaxooacenns ‘placement’, cmamms ‘article’, eic. We could list them in a special dictionary
and tag in some specific way to make them visiblefor the tagger as different from other GLFs.

2) Plural form can point to houns, at least we did not find any contradicting examples so far, but this
is still to be proved, e.g. noxeanuna nepwi tioco onosioanns ‘(she) praised hisfirst short stories'.

3) Coordination of the unlike is a known phenomenon in the natural language but in this case is
rather marginal, so we may most often expect that if one of the conjuncts can be clearly identified as a
gerund or alexicalisation, then the ambiguous one has the same status. Most of the examples found so far
confirm this thesis. At the same time, primary nouns get coordinated more eagerly — only one case was
found with gerunds’ coordination, the last one from the three listed below. But of course, ambiguous forms
also coordinate and then we need to ook for other criteria (see examples for the “left head” below).

Bce it koxannsa, nisicni necmowi, nikiys8auHsa Npo Hb020 I ya il oumsya epauausicms - Hesdice oye
ece minvku yoasanna? ' All her love, tender caresses, caring for him and this her childish playfulness - isit
al just a make-believe?

Axi @020 3aedamnsn 1 ob6og'asku? ‘What are his tasks and responsibilities?
Tyemuna opeaniunoi macu, Ccynymuix nopio, ps008020 8y2ilis, NpooyKmie IX_30aza4yeHHA i
poscopmysanns. ‘ Density of organic mass, contiguous rocks, ordinary coal, products of their enrichment
and sorting'.

4) Examples of theleft side syntactic head for pronouns in fact happen quite frequently and deserve
more attention, e.g. nosbasumu tozo 3éanna noaxosuuxa ‘to deprive him of the rank of colond’,
030pocHns ix 3nanuamu u yminnamu ‘@ming them with knowledge and skills'. The verb on the left
expects the direct abject on its right side and it is reasonable to let the parser know about this by providing
valency information for verbs proper, not only GLFs. Of course, if the verb is modal, then it is more
possiblethat its direct object will be a gerund proper.

Among less stable markers of nouns we can mention attributes (adjectives) of non-predicative
nature and ver bs with concr ete meanings (also demanding nouns with concrete meanings). Examples are
omitted for the sake of sparing space.

Gerund — Agent markers

GLFs derived from intransitive only verbs (with no reflexive counterparts), such as: existence/being
and their phases; mental processes; social interaction and speech verbs, including independent reflexive
and independent reciprocal verbs, will have a quasi-possessive (Agent) argument. To help the parser
identify them we can provide more training examples and more specific valency information, i.e. using a
dedicated intransitive only tag to differentiate them from lexicalised GLFs (maybe the machine still
“considers’ action/process more relevant than argument’ s semantic role while learning)

Existence of another dependent of the GLF in the genitive case is a good marker of Agent
interpretation for the pronoun, e.q. ein ne énucyemscs 6 1020 poO3yMIHHA HOpM Mopai cycnitbemsa ‘he
does not fit into his understanding of the norms of society's morals'. It is in fact stronger than the
semantic type (Patient/ Theme of understanding can be ,,human” as well as Agent), the genitive expression
of Patient/Theme is also possible. On the other hand, for concrete nouns the presence of the genitive is not
an obstacle, as the two genitive modifiers belong to different places in the syntactic hierarchy and have
different “supersenses’ according to (Blodgett, Schneider 2018), see also example about rank of colonel
above, for which this test does not work.

Direct object can also be already present in another form, e.g. theinfinitive, and this also blocks the
possibility of Patient/Theme interpretation for the pronoun, e.g.:

Yrpaina maxooc ne auwaemovcsi 0CmopoHs yb020 MpeHoy, NONYJIsApHiCb Oa02epie ma ix eMIHHA
doHocumu ingopmayiro 0o ayoumopii 3ymosnioe nosgy nosux npoexkmis. ' UKraine also does not stay away
from this trend, the popularity of bloggers and their ability to communicate information to the audience
leads to the emergence of new projects.’
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Gerund — Patient markers

For some verbs direct objects cannot be dropped, i.e., even without the explicitly expressed direct
object the only possible reading of the genitive is that of Patient. In other words, if Agent is expressed by a
full lexical word in the genitive and no Patient is mentioned at all, the sentence is ungrammatical .

Hpuuunu npasonopyuenv — ye coyianbHi A8UWA PIZHO20 PI6HS, WO NPU38005amsb 00 IX 6UUHEHHA
Ha macosomy, epynosomy ma inousioyanvruomy pisusx. ' The causes of offenses are social phenomena of
different levels which lead to their committing at mass, group, and individual levels.’

Tpaduyitinutl nioxio 00 UPOOHUYMEA, HE3ANEHCHO 6I0 U0y NPOOYKYii — ye it 6U20MOBIAHHA |
xonmponw axocmi... ‘' Traditional approach to a product, regardless of product type - is its manufacturing
and quality contral ...’

In general, if no other pointers are present, nouns are more frequent than gerunds, but this is
certainly not a criterion we are looking for. Nouns' contexts are too diverse, and even when described, they
may still have several interpretations, which does not alow us to build a robust decision tree. A valency
dictionary for nouns could be a good starting point in this direction.

Anaphora

Anaphora is a costly tool and should be used when other resources are exhausted. Gender and
number markers are often helpful to identify it (although see less standard example below). In most cases
the principle of the closest mentioned entity can be used. Here are some examples which demonstrate this:

Ipupooui kamakaizmu 6yu, € i 6yoymo, momy 6 ix nepedbauenni uyoa ne 6auy. 'Natural disasters
did, do, and will happen, therefore, | do not see any miraclein their foreseeing.’

lTonodomop ye snouun npomu YKpaincokoi Hayii, a omowce U020 3anepedeHHs ye NPUHUICEHHS
2ionocmi 1 nayii maxoowc. ' The Holodomor is a crime against the Ukrainian nation, and thereforeits denial
is the humiliation of dignity of the nation as well.’

— Xumpo nucanu kprouxomeopyi,- epewumi ckazae I pucopit Kanicmpamosuu, Mog mo 06y10 €OuHuM
sucnioom uozo eusuennsn. " The crooked writers wrote cunningly”, — finally said Hryhoriy Kalistratovych,
asif that was the only result of his study.’

... IHiyiamopom * goeHnux il y mopeieni 6ye ypso Vkpainu, skuil nouas it 3anposadycennusm I1/[B
Ha pociticoki mosapu. ... the "military action” in trade was initiated by the government of Ukraine which
began it by introducing VAT on Russian goods.’

The last example is not trivial. It may be solved by the presence of the explicit abject in the genitive
case but it also has an interesting case anaphora, where the plural “military actions’ are referred to by the
singular feminine pronoun i ‘her’ by replacing them on the fly with sizina ‘the war’. This may complicate
anaphora resolution process if it is approached too mechanically.

Cases which remain ambiguous

Filtering off reflexive uses most often is connected with determining the importance and relevance
of Agent, which is a semantic task. Even if Agent is present it may be more important to accentuate that
something happened to the object and then the reflexive form is the basis of GLF derivation. Such cases
remain ambiguous for human annotators as well, their proper interpretation can be provided only by the
authors of the utterances.

Bimaio 6amvka Tepesenis 3 fozo napooacennam:) ‘My congrats to the father of Tereveni with
<higlits> birth :)’ (Tereveni, lit. ‘chitter-chatter’ or ‘chat’, is the title of a forum portal; probably
“birthday” was meant instead of “birth”, although the latter use is acceptable in the colloquial language.)

Moro maru BMepna HesabapoM micis iioro mapomkenns ‘His mother died soon after <his
birth|giving birth to him>.’

In the first case we certainly deal with reflexivisation because a male cannaot give birth. (Another
problem is that “birth” can be used metaphorically here and refers to “birth” of the forum in par with
“father of the forum”, but this is beyond our concern at the moment). The last example can have either
interpretation.

Reflexivisation is just one of numerous illustrations of underspecifying in the language. Many other
ambiguous constructions may be resolved with the help of a bigger context and human help. They are
subject to further investigation.
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Concluding remarks and future work

A detailed analysis of the selected pronouns ambiguity problem revealed that many different layers
of language representation are involved and that in the end this is not the simplest problem to start with
when trying to improve the parsing accuracy. However, the choice of the subject matter was dictated by
practical needs, and, when one starts exploring a new areg, thereis always arisk that the path may be more
complicated than one expected.

In [11] we had defined the principles of consistent annotation of pronouns in one specific, frequently
used construction and corrected the Gold Treebank annotations according to them. In this follow-up
research we have tested the parser’s performance after making it aware of the transitivity status of the
gerund’'s derivational basis verb. This experience shows that bringing consistency to data is as much
important as feeding additional information to the parser. Machine learning works according to the
principle “As you sow, so shall you reap” and very often revising the structure of the fed input, better
organisation of the internal logics, helps the machine to grasp the patterns behind the data. This also works
in the opposite direction — if the machine cannot learn the pattern (and the algorithm works well for other
data) one of the reasons may be that the data are not well organised.

No matter who does the tagging task, the machine or the human, they need to have good instructions
in the form of a theoretical description (for humans) or consistently tagged training data in accordance to
the theory (for machines), otherwise failures are going to be propagated in either case. To prepare this
background we need to understand the subject matter profoundly, which basically means that we have to
solve the problem fully at the theoretical level to be able to supervise the machine learning process.
Sufficient training data means that for each potentially ambiguous situation we need to prepare a training
set which will make it possible for the machine to induce the underlying rules. The experience with the
presented research problem also teaches us that quality prevails over quantity, and working with the natural
language is not only (if any) the matter of the big data collection. Corpus gives the researchers an excellent
opportunity to verify, develop, and tune their theories. Bootstrapping with specific case training sets seems
avery promising corpora correction technique.

The directions for future work are outlined in Section 5 and we may continue our investigation by
moving from the “lower hanging fruit” towards the “higher hanging” ones. Besides, we may consider
studying the behaviour of other suffix groups of deverbal nouns, the question of valency patterns
inheritance, impact of the semantic categories of verbs and their lexical and grammatical aspect, creating
bigger and more specific training sets.

And afinal remark: while preparing English translations of the Ukrainian examples for this paper we
were using the Google Trandate service. The quality of machine trandation has recently advanced
significantly and is no longer the subject of users' jokes but our construction was very often translated with
errors, which means that anaphora resolution, valency patterns, and semantic roles assignment are still
weak points for the artificial intdligence. For us this also means that this study and its possible
continuation, by contributing to the linguistic knowledge in general, can be beneficial for other natural
language processing tasks.
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