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Abstract

The article considers the methods of calculating the transition matrix of a dynamic system, which is based on the
transient matrix representation by the matrix exponent and on the use of the system signal graph. The advantages of the
transition matrix calculating using a signal graph are shown. The application of these methods to find the transition
matrix demonstrated on the simple electromechanical system example. It is shown that the expression for the transition
matrix as a matrix exponent completely corresponds to the expression found by means of the inverse matrix and based
on the use of the signal graph. The transient matrix of a dynamical system thus found as a matrix exponent can be used
to analyze processes in a system that is described by differential equations with integer derivatives. The formation of a
transient matrix for the analysis of system processes, which is described by equations with fractional derivatives, is also
considered. It is shown that the description of processes in systems with fractional derivatives based on the transient
matrix and the representation of the fractional derivative in the form of Caputo-Fabrizio makes it possible to study
coordinate transients without approximations in the description of the fractional derivative.

Keywords: control theory; electromechanical system; fractional derivative; linear system; state representation;
transient matrix.

1. Introduction

The modern approach of the dynamic systems' simulation and researching is based on their time domain
representation [1]. Description of the physical systems that are described by differential equations of the n-order
traditionally move to a system of the n first order differential equations. Having written these equations in a compact
vector and matrix form, we obtain a model in state variables [2], [3]. Note that the description of systems in the time
domain is the basis of modern optimization methods for such systems [4].

The main characteristic for the time processes' calculation of the state and output variables is the transient matrix of a
dynamic system [5]-[7]. The most widely used calculation methods of the dynamic system's transient matrix are based on:

o the method of the inverse matrix;

o the representation of the transient matrix by the matrix exponent [3], [8];

o the method based on the a signal graph of the system.

Each of these methods has some advantages and disadvantages. In particular, the use of inverse matrix system

for higher order is quite a tedious task. When finding L~ (¢t) as the matrix exponent, the accuracy of the obtained
kik

solution when using an expanding in a series ®(t) = exp[At] = Z,;“;OAk—t significantly depends on the number of
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members of the series [8]. The advantages of calculating a state transition matrix based on the signal graph become
obvious if we consider the matrix differential equation of state X = AX + BU and his Laplace transformation:

X(s) = [sI — A]71X(0) + [sI — A]"1- B - U(s). ()]

Then, for U(s) = 0, get X(s) = ®(s) - X(0), and the state transition matrix will be the inverse Laplace
transform from @(s) = [sI — A]~t. Transformation ®(s) in this case, we find using the signal graph after setting
relationship between the state variable transform X;(s) and initial conditions [x;(0),x,(0),... x,(0)]. The
dependence of an arbitrary state variable x;(t) on the initial conditions is determined using the known Mason's
formula. So, for an n™ order system we can write:

x1(s) ©11(5)  @12(8) . @1n(s)] [%1(0)
XZ.(S) — ‘P21‘(5) (Pzzl(s) - (Pzrf(s) . x2§0) , )
0@l 10w 0 o o 0

xi(s) _ 5Tt PyAy
xj(0) A
dependence; P;; is path transfer coefficient (gain) from initial value x;(0) to variable x;; 4;; is cofactor for the path

P;; ; Ais determinant of the graph.

where @;;(s) = are elements of the state transition matrix getting by the setting from the

2. Presentation and discussion of the research work results

We demonstrate the application of the last two methods of finding the dynamic system's transition matrix for the
electromechanical system (example from [6], [9]) shown in Fig.1. State variables for this case are y(s) = x; = wy —
angular motor speed; x, = i, — field current; x; — internal coordinate.

5(s+1) U 1 I 6 wm =Y(s)

\/
4

020, [5 (9 -

Fig.1. Structure model of the electromechanical system [6], [9].

The signal graph of such a system with the state variables' initial values presented in Fig.2.

Fig.2. The signal graph of a system with the state variables' initial values.

-1
Given the regulator's structure of such an electromechanical system in the form G,(s) = % we find the

relationship between the variables x5 i x, by removing the regulator's direct path from the transfer function (branch
with factor 5) from the system input to the signal u;. We can write the transfer function of such a system according to
Mason's rule as equation

55716572 4+ 5+ 6572

G = .
) 1—(—5s"1—2s1—-3571) 455712571 4+ 55713571 + 25713571 4 55712571351

3)
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Then, when we must find the determinant of the graph and corresponds u . After these transformations,
expression for ®(s) looks like:

1 6 6 —40 60 20
G+3) G+2) G+3) G+ G+3) G+
20 20
o) =| _ 1 "3 .3 4)
(s+2) (s+2) (s+5)
1
0 0 (s+5)

and then the matrix ®(t) will look like:

e 3t e 2t — e 3t —40e7%t + 60e73t — 20e75t

o)=|0 e %t _Tzoe‘“ + ?e—sr : (5)

0 0 e >t

It is easy to show that the transient function ®(t), which is found by the inverse Laplace transform of ®(s) in
the form of an inverse matrix will look the same.

@(t) = L@ (s) = [sT - A]7']. (6)

Now we find the transient matrix as a matrix exponent for this electromechanical system. When finding the
transient matrix exponent, we will proceed from the following requirements:

e First, a system with zero control signal is called as open;
e Second, transition matrix that describes the transition of the system since the time t at time t, is an inverse
matrix of the transition matrix, which characterizes the system's transition from time t, to time t.

The latter provision is easily proved by such statements:

X(8) = ®(t, to) x(to) - ()

Transient matrix ®(t, t,) moves here the free trajectory of the system from the initial point ¢, in the point X(t),
that correspond to time X(t). So, X(t;) = ®(t;,t,) X(t,) and X(t,) = ®(t,, t;) X(t;). Clearly, ®(t,,t,) =1, then
D(ty, ty) = P(to, )P(t,t,) ' =1.

Thus, (7) can be written as

X(0) = ®(t,tp) X(to) + [, (¢, 6)BUE)dt,y. (8)
If we have only one input signal U(t), this equation can be written in the following expanded form [5]
x;(€) = Xjoq @y ;(t, to) x;(t0) + f:o Y= @ (& )b U(t)dty ©)

where @; ; is element of matrix @ in i-th raw and j-th column; b; is vector's component B.

When all the initial values are zeros (x;(t,) = 0 for all j) and a single pulse is applied to the system p,(¢) at time
T, there is easy to show that the close relationship is between the transition matrix and the impulse response:

x;(t) = ftto 2= @y (t t)bjug(t)dt, = ¥, @, j(t,t1)bj when > ¢, .
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If we represent now the transition matrix of the state by the matrix exponent and take into account that free
movement of linear system X = AX + BU, which according to [5] is described by the expression: X(t) =
®d(t,t,) x(ty), we will obtain the expression for the free component of the state variables vector X(t) .

In the case of a stationary system, the general solution of the equation (10):
X(t) = eAt=10) X () + f:o eAt-tIBU(¢,)dt, . (10)

If the matrix A is diagonal, the elements of which are eigenvalues or poles of the transfer function (solutions of
the characteristic equation det (AI — A) = 0), then the fundamental matrix will have the form (11)

eM(t=to) 0 0
pAlt—to) — 0 eh(if—fo) () . (11)
0 0 o eMltto)

When the matrix A isn't diagonal, it's need to find the matrix T, which converts the matrix into a diagonal matrix
A. [7] shows that if all eigenvalues A; of matrix A are different, then such a matrix is transformed into a diagonal form
by finding a nondegenerate matrix T such that T"*AT = A, e4(~t0) = TeAlt=to)T-1 gr At = TeAtT-1,

To find the matrix T we use the condition under which it is necessary to find the vector X and the scalar value 1
so that the equation AX = AX is satisfied for any given quadratic matrix A. The values of those scalars for which this
equation is satisfied are called the eigenvalues of the quadratic matrix A. We write the mentioned equation in the
form (A — ADX = 0 or det(A — AI) = 0, which is a necessary and sufficient condition for the existence of non-trivial
solutions of the equation. Note that this equation will hold when such a vector V is found in the state space, which is
transformed by the matrix A to the nearest factor itself. So, we find the roots of the equation det(A — AI) = 0, where
for each value 4; corresponds the vector V; — eigenvector and AV; = A;V;.

For the above-mentioned electromechanical system we can write vector-matrix

% -3 6 0| |*x] |0
X, =AX+BU=|0 -2 =20||*|+|5|r(). 12)
X3 0 0 —5llxl I1

Now find det(A — AI) = A3 + 1042 + 311 + 30 = 0 has such roots A; = —2; A, = —3; 13 = —5.
Similarly, to above algorithm we write matrixes T and T~ in form:

11 1
1 5 0 6 —40 1

|k S[andT'=|1 —6 60 |, considering that det(T) = —.
00 = 0 0 20

20

Thus, the transient matrix ®(t) using matrix exponent can be written as

e 3t 6e 2t — e 73t —40e7%t + 60e73 — 20e75¢
o(t)=|0 e 2t _Tzoe'“+23—oe'5t . (13)

0 0 e~ 5t

The expression (13) fully corresponds to expression @(t), that was found by using the inverse matrix and based
on the signal graph.

Calculation of the transition matrix element using signal graph requires constructing a model system based on
Laplace transform, then search for Mason paths from the initial value of the variable x;(0) to variable x; and

following inverse Laplace transform to find ®(t). In the case of calculating ®(t) by the method of matrix exponent,
Laplace transforms can be avoided, which can be considered as an advantage of such a method. This advantage is not



114 Orest Lozynskyy, Yuriy Biletskyi, Andriy Lozynskyy, Volodymyr Moroz, Lidiya Kasha

pull down, but rather reinforced for the case when the characteristic equation of the system matrix will have complex-
conjugate roots and, accordingly, the vectors will have complex components.

When finding the transient matrix @(t) by calculating inverse matrix ®(s) = (s —A)~! or search for
components ®(s) using signal graph followed by the inverse Laplace transform in both cases ®(t) = L™1®(s), it is
possible to analyze the frequency characteristics of the system too. Because matrix function of a complex variable s is

a transfer function from control "u" to output "y" for the system

Y=CX

and is called the frequency response of the system H(jw) = C(jwl — A)~!B.

Using transient matrix @(t), transients of changing state variables X(t) for open-loop (no control action
U = —KX) electromechanical systems (Fig. 1) calculate by the following formula

X(t) = ®(t) X(0) + f, ®(t — DD, w(r)dr, (15)

where w(t) = r(t) is vector of input signals (external perturbations or setting influences); D, =0 5 1|7 is
matrix of these input signals.

So
e 3t 6e 2 —6e 3 —40e72t + 60e73 — 20e 7| |x,(0)
Xt)=|0 e~ 2t _Tzoe‘“+23—0e‘5f |x (0] +
0 0 e—St X3(0)
e—3(t—‘r) 66—2(t—‘r) _ 6e—3(t—‘r) _406—2(t—1’) + 606—3(t—1’) _ Zoe—S(t—‘r) 0
+f0t 0 e 2(t=D _Tzoe‘z(f_f)+?e‘5(f_’) x |5|r(r)dr . (16)
0 0 5D 1

Multiplying the matrixes in (16), we get equations for state variables transient x, (t), x,(t), x5 (t) of the studied
electromechanical system. Graphs of such variables are given on Fig.3 and Fig.4.

x,(t) = e73x,(0) + (6272 — 6273%) x,(0) + (—40e~2t + 60e 73t — 20e75) -
- x3(0) + f;(—lOe‘z(t‘T) +30e73¢"D — 205D r(7)dr ;

x,(t) = e7?t x,(0) + (_Tzoe‘”+23—oe‘5t) x3(0) + fot (_?se‘z(t‘f)+23—0e‘5(t‘7))r(r)d‘r ; 17
x3(t) = e 5t x3(0) + f;(e‘s(t‘f))r(r)d‘[ .

15

X (0 —

1_ 1 /_ —

Xo (1) .

X3(t) 0.5 ... ....."'--.-o-----........ seseessserrrnrresesnnnee
0 1 2 3 4 5

t

Fig.3. Graphs of state variables transients at zero initial conditions x; (0) = x,(0) = x3(0) = 0.
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Fig.4. Graphs of state variables transients at nonzero initial conditions x; (0) = 0.1; x,(0) = 0.1; x3(0) = 0.3.

When t = oo the obtained value of the output signal (variable x;(t)) corresponds to the step response of the
system, which is described by the transfer function (18) and when s = 0, that is, for a steady process.

30s + 30

G() =T T0s2 3315730

(18)

Thus, found by this method, the transient matrix of a dynamic system in the matrix exponent form can be used to
analyze processes in the system, which is described by a system of differential equations with integer derivatives.

Let us now consider the formation of a transient matrix for the transient analysis in a system described by
equations with fractional derivatives.

There are several models for describing the fractional derivative today, but the most effective and suitable should
be considered the model Caputo-Fabrizio, which is proposed in [10], according to which we can easy to show that for
linear systems described by fractional derivatives, we can write

dof(©)
— = AXQ®). (19)

Now performing the Laplace transform [11] for both parts of (19) and taking into account the model of the
description of the fractional derivative under the initial conditions x(t,) = x,, we get

a

L(A-X(8) & — (ﬁ (sX(s) — xo)) =A-X(s), (20)

where = ﬁ

After the transformations of equation (19), marking N = (I — (1 — «)A)~! and multiplying by N both parts of
the equation (19) we obtain the expression to find X(s) and as a result of the inverse Laplace transform, the
expression for X(t)

X(s) = (sI — aNA)"'NX,, (21)

where e“NAt = ¢At s matrix exponent.

The algorithm for forming a transient matrix in the matrix exponent form through eigenvalues and eigenvectors
of a matrix, which is an exponent, is given above in this article. The considered general principle of formation of the
system's transition matrix, which is described by differential equations with fractional derivatives, allows performing
similar researches, such in the case of the electromechanical system, which is described by integer derivatives. For
example, to do this for a system which is described in a model with integer derivatives by a transfer function, we
write its analogue when describing the process of fractional derivatives as (22):
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b3(5a)3 + bz(sa)z + b1(5a)1 + bo(sa)o

W(s%) =

Constructing the graph that corresponds to (22) we obtain a system of equations by state variables

d%xq, . d%x; L d%s .
ace X2 e = %35 g T X

d%x,
dat®

=71(t) — azxy — azx3 — a1X; — AgXq ;
y = boxl + blxz + b2x3 + b3x4

and the corresponding vector-matrix equation of the system in the form

X 0 1 0 01 x| |0

|l o o 1 ol x|, o
sl =lo 0o o 1| || to|m®

X4 _ao —a1 _az _a3 x4— J_J

A B

Fig.6.Signal graph of the system represented by fractional derivatives.

(59)*+a3;(s*)3 + a; (s*)! + a(s*)°

(22)

(23)

For the electromechanical system (see Fig.5), which is described by a system of equations with fractional

derivatives with power a = 1/2 :

1
dzx,
1 = _le + 6x2 + 0x3 H
dtz
1
dzx,
— = 0x; — 2x, — 20x3 + 57(t);
dtz
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1
d2x
T = 0x; + 0x, — 5x3 + 1r(t) .
dtz

We form a matrix N considering that N = (I — (1 — «)A)~!. So taking into account that A= 35/2, we will find
matrix N and it component aNA

2 3 12T 3 6 12
55 7 5 10 7
1 10 1 10

N= — ——| ;aNA= S ——
0 2 7 0 2 7
0 0 2 0 0 >
7 7

The eigenvalues of this matrix are 1, = _75

matrix ®(t) through the diagonal matrix and the matrix T i T~ as

v Ay = _?3; Az = _71 . Now let’s write the expression for the transition

20 1 6| et o o0 0o 1
@(t) = ? 0 1| ¢ o= of|* —© 60f, (24)
1 ool |, o o1 ~%

where T i T~ — found matrices through eigenvectors of the matrix aNA.
After the transformations (24), we get (25):

3 3 1 5 3 1
le5t —6e75t + 6e728 —20e7" + 60e75 — 40e 72!

1 20 5, 20 _1
et)=]| 0 e 2" —e 7' ——e 7 , (25)
5
0 0 e 7"
Given expression (18) for &~ (t) will look like

3 3 1 5 3 1
0.4e755 —2.4e7st +3e73t —?a‘?t +24e75 — 20e72t
1 5 1
() =®EN=| 0 0.5¢72" ge‘?t - 13—0e_5t : (26)
0 0 22
7

It is not difficult to show that for a system described by a vector-matrix equation X = AX + BU, the expression
for the transition matrix is written as

20 s 3, 1,
—76 7 +6e 5 —25e 2
20 s 5 1
d*(t)-a-B= et 2 , 27
© 21¢ 7 T12¢ @7)
1 s
7¢7

whereB=10 5 1|%.
After integrating (27) using boundaries from 0 to t, we obtain the following dependence
5 3 1 5 3 1
() =, (—?ﬁ“‘” + 675D - 2.5e‘5“‘f)) dr =1—4e 7" —10e75" + +5¢ 72" ;

t20 _s 5 _1 1 4 5 5 _1
_ -2(t-7) ->(t-7) _ -2t -5t
xz(t)—f( e’ ——e 2 )d‘[————e7+—e2;
o \21 12 2 3 6

t 1 5
x3(t) = f (—e_7(t'f)) dr =
o \7

for the integral component of (15) and for the component due to the initial values of the vector X(0)

_s,

1
——e 7
5¢ 7

U] =
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3 1 3 3 5 1
—=t -t —=t —=t 40 >t -t
04e 55 3e 2 —24e 5 24e s - e’ —20e 2

) K s x1(0)
' OXO) =| o 0.5¢ 72 We7t — L3t x,(0)].
21 3
2 SL‘ x3 (0)

0 0 Ze7

Thus, based on the obtained expressions according to the above approach, we can write the equation to find the
time dependences of the state variables x, (t), x, (t), x5 (t) and build their plots (see Fig.7):

3 1 3 3 5 1 5 3
x,(t) = 0.4e 755, (0) + (3e‘5t - 2.4e_§t) x,(0) + (24e‘§f — L - 20e‘zf) x3(0) + (1 —4e77" —10e75 +

1
+5¢72") ;
1, 40 5, 10 _1, 1 4 5, 5 1,
x,(t) = 0.5e 2x2(0)+<ﬁe 7 —?e 2 )x3(0)+(§—§e 7 +ge 2 );
2 s, 1 1 s,
x5(t) =7e 7 x5(0) + (E_Ee 7 )
1.
Xl(t) 1 /
0.
X .
x3(0 0.4 //
0. '. La—a—a—a—
0 2 4 6 8 10
t

Fig.7. Plot of the state variables transient at zero initial conditions x; (0) = x,(0) = x3(0) = 0.

Analyzing the built plots of state variables x;(t); x,(t) ; x3(t) to describe the transients of the considered
electromechanical system by its models described by differential equations with integer (Fig. 3 and Fig. 4) and
fractional (Fig. 7) derivatives, we conclude that the static characteristics of these transients are nearly same for both
models. As for the dynamic properties of these transients, for a system whose model is formed by equations with
integer derivatives for state variables x;(t) and x,(t) under a given control there is some overshoot (up to 20%), and
for a system whose model contains fractional derivatives such overshoot is absent. But in the system described by the
model in integer derivatives of the speed of transients x; = 2.5s; x, =2s andx; = 1s, and for the system
described by the model in fractional derivatives, the speed of processes is less than about two times smaller, due to
the roots obtained for the integer model 4, = —2; 4, = =3 ; 13 = =5, and roots in the fractional description of the

=3 ; Az = _71 As is known, the speed is determined by the magnitude of the real root or real

system A, = _75 i Ay = -
part of the complex-conjugate root, the larger the value of this negative root, the greater the speed.

3. Conclusion
The calculation of the transients of linear stationary dynamical systems, as highlighted in the works of many

authors, is carried out in two ways: using the transition state matrix and using a discrete approximation of the state
equations. In our opinion, the first way is more promising for electromechanical systems.

The use of transition matrices to find the transients of state variables x;(t) ... x, (t) allows having analytical
expressions of these processes in systems described by models with integer and fractional derivatives. This leads to
their widespread use in problems with predictors, in problems with estimators and in problems with transport delay
for formation of necessary properties of such systems dynamics.
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The description of processes in systems with fractional derivatives based on the transient matrix and the
representation of the fractional derivative in the form of Caputo-Fabrizio makes it possible to study coordinate
transients without any approximations in the description of the fractional derivative, in particular, as done according
to Oustaloup model.
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®opMyBaHHA (PYyHIAMEHTAJIbHOI MATPHUILI BIIKPHUTOI eJIEKTPOMEXaHIYHOL
CHUCTEMH i il 3aCTOCYBaHHA VISl PO3PAXYHKY YaCOBHX MPOLECIB 3MiHHUX CTAHY

Opect Jlo3uncekuit, FOpiit bineupkuit, Auapiit Jlosuncskuii, Bomogumup Mopo3s, Jligis Kama
Hayionanonuii ynieepcumem "Jlvgiscoxa nonrimexnixa”, gyn. C. bandepu, 12, Jlvsig, 79013, Ykpaina

AHoTAaNis

VY cTaTTi pO3MNITHYTO METOMM OOYHCICHHS NEpeXiMHOI MaTpHIli IJWHAMIYHOI CHCTeMH, sKi 0a3yroThCsS Ha
npeJcTaBlIeHH] (YHIAMEHTaJbHOI MAaTpHIli MaTPUYHOIO EKCIOHEHTOI0 Ta HAa BHMKOPHCTAHHI CHUTHAJIBHOTO Trpada
cuctemu. [lokaszaHi mepeBarn OOUYKMCIICHHS IEPEXiTHOI MATpPHIll CTaHy Ha OCHOBI BHUKOPHCTAHHS CHTHAJIBHOTO Tpada.
[IponeMoHCTPOBAaHO 3aCTOCYBaHHS LUX METOMAIB ISl 3HAXOJ/DKCHHs IepexifHOl MaTpulli Ha NPUKIaL IIPOCTOi
eJIEKTPOMEXaHi9HOI cucTeMH. [lokaszaHo, 110 BHpa3 Ul MEpeXiHOi MaTpHIi SK MAaTPUYHOI €KCIIOHEHTH IOBHICTIO
BI/IMIOBi/Ia€ BUpasy, 10 3HAMICHMI 32 JOTIOMOTr010 00EpHEHOT MaTPHII Ta Ha OCHOBI BUKOPUCTaHHS CUTHAJILHOTO Tpada.
3HaiijieHa TakuM YWUHOM (yHIaMEHTaJIbHA MATPHI JUHAMIYHOI CHCTEMH SIK MaTpPUYHA EKCIIOHEHTa MOJXKe
BUKOPHCTOBYBAaTHCSA JJISI aHAN3y TMPOIECiB y CHCTeMi, SKa ONHCYEThCS AW(EepeHIIaTbHUMHU PiBHIHHAMH 3
IIJIOYNCENbHUMH TOXiMHUMH. Takok po3ristHyTo (opMmyBaHHs (QyHIaMEHTAIBHOT MaTpUIli JUIS aHaJli3y IMpOLECIB y
CHCTeMi, fKa OIHCYETHCSA DPIBHAHHAMHU 3 ApoOOBMMH moximHuMH. ITokazaHo, IO OMMC TPOIECIB Yy CHUCTEMax 3
JpoOOBHMH TOXITHUMH Ha OCHOBI (DyHIAMEHTAJIBHOI MAaTPHUIN Ta MPeCTaBICHHS ApoOoBoi moxigHoi y ¢opmi Caputo-
Fabrizio tae MOXJIMBICTB JIOCIIKYBaTH TIEPEXi/IHI MPOIIECH KOOpANHAT Oe3 HaOJIKEHb B OMKCI IPOOOBOT MOXiIHOI.

Katouosi ciioBa: 1po0oBi MoXizfHI; €IeKTpOMEXaHIYHI CHCTEMH; JiHIHHI CHCTEMH; ONKC y HPOCTOpPI CTaHiB;
nepexiziHa MaTpHIlsl CTaHy; TEOpist aBTOMATHYHOTO KEPyBaHHSI.
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