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Abstract: The model of decentralized control of adaptive 
data collection processes has been developed based on the 
equilibrium concept, which is used to study the problem of 
coordinating joint collective actions from the point of view 
of finding an effective scheme for complementing the 
individual actions of data collection processes in the 
absence of a control center. The method of decentralized 
control of adaptive data collection processes in autonomous 
distributed systems based on the equilibrium concept and 
reinforcement learning by the method of normalized 
exponential function (softmax) has been developed. The 
method allows one to organize autonomous distributed 
exploration under the conditions of dynamic changes in the 
number of data collection processes and unreliable local 
information interaction between them. As a result of 
research and modeling of the developed method of 
decentralized control, it has been established that the use of 
the reinforcement learning (normalized exponential 
function method) provides more effective search for a 
solution compared to the method of adaptive random 
search (by an average of 28.3%). Using the efficiency 
retention rate, an estimate was obtained for the dependence 
of the work of the developed decentralized control method 
on the change in the number of adaptive data collection 
processes and the change in the information interaction 
channels between adaptive data collection processes. 

Index Terms: decentralized control, adaptive data 
collection process, reinforcement learning 

I. INTRODUCTION 
The relevant issue of using multi-agent systems 

technologies [1-7] and machine learning methods, in 
particular learning automata [8-11], reinforced learning 
[12-17] and multi-agent reinforced learning [18-23] has 
been considered in the paper in order to solve the 
problem of organizing adaptive data collection processes 
(DC-processes) in autonomous distributed systems [24-
34]. In the context of this approach, an adaptive data 
collection process implements the behavior of the 
corresponding autonomous agent and data collection in 
the autonomous distributed system is generally 
considered as the behavior of the corresponding multi-
agent system in the absence of a control center. 

To solve optimization problems for the organization 
of adaptive data collection processes, in particular 
structural adaptation problems [30,31], effective methods 

of coordination of joint actions of agents of the 
corresponding multi-agent system are required. One of the 
main concepts of designing coordination methods in 
multi-agent systems is the concept of equilibrium. Within 
this concept, the situation when agents reach some kind of 
equilibrium is interpreted as a solution to the problem of 
coordination. Coordination methods developed on the 
basis of this concept are based on different interpretations 
of the concept of "equilibrium", including the concept of 
equilibrium in game theory (Nash equilibrium and its 
variants) [1,2,5]. In this paper, the concept of equilibrium 
is interpreted in the physical aspect, in particular as an 
analogue of mechanical equilibrium. 

The second section presents a model of decent-
ralized management of data collection processes based 
on the concept of equilibrium. The purpose of using this 
model is to study the problem of coordination of joint 
collective actions of agents in terms of finding an 
effective scheme of their complementarity in the absence 
of a control center. 

The third section presents the method of decen-
tralized control of adaptive data collection processes 
based on the concept of equilibrium and reinforcement 
learning by the method of normalized exponential 
function (softmax). The proposed method allows to 
organize autonomous distributed explorations under 
conditions of dynamic changes in the number of data 
collection processes and unreliable communication 
channels between them. 

The fourth section presents the results of the simu-
lation of the developed method of decentralized control. 
The simulation results show that the use of the 
normalized exponential function method provides more 
efficient solution of the coordination problem than the 
adaptive random search methods. In addition, the simu-
lation evaluates the dependence of the developed method 
on changes in the number of data collection processes 
and changes in the communication channels between 
them in terms of maintaining the efficiency of the 
corresponding multi-agent system. 

II. THE MODEL OF DECENTRALIZED CONTROL 
OF ADAPTIVE DC-PROCESSES 

To study the problem of coordinating joint collec-
tive actions from the point of view of finding an 
effective scheme for complementing the actions of indi-
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vidual DC-processes in the absence of a control center, 
let us consider the following model of decentralized 
control of adaptive DC-processes based on the 
equilibrium concept [35,36]: 

MD=<A, G(a,t), X, C, q(t)=f(Fq,{xt(a)}N(t))>,      (1) 
where A={a}N(t) is the collective of DC-processes 
(agents) in the amount of N(t), which are located in some 
space X along the coordinates {xt(a)}N(t), G(a,t) is a 
scheme of information interaction of DC-processes, C is 
a set of restrictions that are imposed on the coordinates 
of agents in the space X, q(t) is an indicator of the state 
of equilibrium and distance to it, such as 

N(t)

q t i
i=1

q(t) = (F x (a ))−∑ ,                  (2) 

where Fq is the parameter of the equilibrium condition, 
the value of which is unknown to DC-processes.  

The collective of DC-processes is tasked with 
finding locations σ(А)={xt(a)}N(t) in the space X for 
which q(t)=0. The value of q(t) or the sign (+/ -) of its 
value is communicated to agents at each step. An agent 
can only change its own coordinate xt(a). Therefore, 
using the model MD, the search for an effective scheme 
for complementing the individual actions of DC-
processes in the course of solving a certain problem is 
modeled as a search for the equilibrium state imple-
menting the equilibrium concept.  

The search efficiency is defined as  
w(T)=Tmin/T,                               (3) 

where T is the time during which the collective found the 
equilibrium state, Tmin is the minimum possible time to 
find the equilibrium state. 

The model allows one to study the influence of the 
dynamics of changes in the number of DC-processes 
N(t) and the parameters of the information interaction 
scheme G(a,t) on the collective search speed for the 
equilibrium state. 

III.  THE METHOD OF DECENTRALIZED  
CONTROL OF ADAPTIVE DC-PROCESSES 
Within the framework of the model MD, a 

decentralized control method (DCM) for DC-processes 
has been developed. The convergence of DC-processes’ 
actions to the equilibrium state is ensured by the use of 
the reinforcement learning method for stationary random 
environment (a binary version of a Multi-armed bandit), 
in particular the method of normalized exponential 
function (softmax).  

The DCM implements the following principles 
(Fig. 1):  

1) the maximum step size ∆xmax(a) is proportional 
to the speed and magnitude of the change of q(t): 
∆xmax(a)=fv({q(t)}∆t), 

2) the action value Vt(a,d) is modified according to 
the corresponding action values {Vt(ai,d)}K(t), which at 
step t were obtained from other agents under the current 
condition of the information interaction G(a,t). 

According to the method of normalized exponential 
function, the next action d∈{-∆xmax(a),...,0,...+∆xmax(a)} 
is chosen with the probability 

Vt

t Vt

Da

(A,d)/μep (d) = (A,b)/μe∑
,                           (4) 

 

Fig. 1. The outline of decentralized control  
of adaptive DC-processes 

 
Fig. 2. Simulation results, X=1000, Fq=500, k=2, n=10000 

 
Fig. 3. Simulation results, X=1000, Fq=500, k=10, n=10000 

Where µ is the scaling factor (µ> 0, µ = const), 
Vt(a,d) is a modified action value for the action d: 

k(t)

t i t i
i=1

V (A,d) = w V (a ,d)∑ ,                         (5) 
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where {wi}k(t) are weight coefficients such as 
k(t)

i
i=1

w = 1∑ .                                    (6) 

The local values of  Vt(a,d) change according to the 
obtained rewards r(t)=q(t)-q(t-1): 

t+1 t t tV (a,d) = V (a,d) +α(r V (a,d))− ,          (7) 
where α∈(0,1] is a learning step. 

IV. SIMULATION RESULTS 
Simulation of the proposed decentralized control 

method (DCM-softmax) (Fig. 2, Fig. 3) showed its 
advantage over the adaptive random search methods [37, 
38]. Two variants of the adaptive random search are 
considered:  

1) ARS-0 – adaptive random search without 
information exchange, 

2) ARS-k – adaptive random search with 
information exchange, in which k is the number of 
neighbors, k < N). 

On average, for various combinations of simulation 
parameters (X = {500, ..., 10000}, N (t) = {10, ..., 100}, 

k = {2, ..., 10}) DCM-softmax is better by 28.3% in the 
search efficiency w(T). 

Using the efficiency retention rate KT, an estimate 
was obtained of the dependence of DCM-softmax on 
changes in the number of DC-processes (in the form of a 
stationary Poisson failure flow of DC-processes with a 
flow rate λa at the beginning) (Table 1) and changes in 
the information interaction scheme G(a,t) (in the form of 
a stationary Poisson flow of failures of communication 
channels between DC-processes with a flow rate λg at 
the beginning) (Table 2).  

The efficiency retention rates KT(λa) and KT(λg) 
were determined by simulating the operation of DCM-
softmax. Here, KT(λa)=w(T)/w(Tn), where w(T) is the 
equilibrium search efficiency for failures at the first T1 
steps, and w(Tn) is the nominal equilibrium search 
efficiency without failures at the first T1 steps. According 
to the results obtained (Table 1, Table 2), DCM-softmax 
allows one to organize autonomous distributed explora-
tion under conditions of dynamic changes in the number 
of DC-processes and unreliable local communications 
between them. 

Table 1  

Efficiency retention rate KT(λa), X=1000, Fq=500,  
N=50, k=2, T1=100, T2=1000, n=10000 

λa  

0.005 0.010 0.015 0.020 0.025 0.030 0.035 0.040 0.045 

ARS-0 0.765 0.485 0.334 0.245 0.197 0.156 0.181 0.135 0.115 

ARS-k 0.798 0.509 0.367 0.276 0.221 0.185 0.165 0.140 0.128 

DCM-softmax 0.841  0.590 0.459 0.385 0.331 0.301 0.281 0.261 0.247 
 

Table 2  

Efficiency retention rate KT(λg), X=1000, Fq=500,  
N=50, k=(N-1), T1=100, T2=1000, n=10000 

λg  

0.005 0.010 0.015 0.020 0.025 0.030 0.035 0.040 0.045 

ARS-k 0.796 0.510 0.362 0.279 0.228 0.186 0.164 0.140 0.126 

DCM-softmax 0.867 0.612 0.480 0.404 0.355 0.319 0.303 0.283 0.272 
 

V. CONCLUSION 
The model of decentralized control of adaptive data 

collection processes has been developed based on the 
equilibrium concept, which is used to study the problem 
of coordinating joint collective actions from the point of 
view of finding an effective scheme for complementing 
the individual actions of data collection processes in the 
absence of a control center.  

The method of decentralized control of adaptive 
data collection processes in autonomous distributed 
systems based on the equilibrium concept and reinfor-

cement learning by the method of normalized 
exponential function (softmax) has been developed. The 
method allows one to organize autonomous distributed 
exploration under the conditions of dynamic changes in 
the number of data collection processes and unreliable 
local information interaction between them. 

As a result of research and modeling of the 
developed method of decentralized control, it has been 
established that the use of the reinforcement learning 
(normalized exponential function method) provides more 
effective search for a solution compared to the method of 
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adaptive random search (by an average of 28.3%). Using 
the efficiency retention rate, an estimate was obtained 
for the dependence of the work of the developed 
decentralized control method on the change in the 
number of data collection processes and the change in 
the information interaction channels between data 
collection processes. 
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