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The component GARCH (CGARCH) is suitable to better capture the short and long term
of the volatility dynamic. Nevertheless, the parameter space constituted by the constraints
of the non-negativity of the conditional variance, stationary and existence of moments, is
only ex-post defined via the GARCH representation of the CGARCH. This is due to the
lack of a general method to determine a priori the relaxed constraints of non-negativity of
the CGARCH(XV) conditional variance for any N > 1. In this paper, a CGARCH param-
eter space constructed from the GARCH(1,1) component parameter spaces is provided a
priori to identifying its GARCH form. Such a space fulfils the relaxed constraints of the
CGARCH conditional variance non-negativity to be pre-estimated ensuring the existence
of a QML estimation in the sense of the stochastic approximation algorithm. Simulation
experiment as well as empirical application to the S&P500 index are presented and both
show the performance of the proposed method.
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1. Introduction

One of the stylized facts common to the financial return series which is related to the time series
dependencies in volatility is that returns show a little serial correlation while the squared returns
are highly serially correlated. The introduction of the ARCH model [1| generalized to the GARCH
model [2] allowed to account this feature. A process ¢, is called GARCH(p, q) if it satisfies :

Et = O, T ™~ iid(oa 1), (1)
p q

o} =w+Za¢6§_i+Zﬁjaf_j, teZ (2)
i=1 j=1

withw >0,0; 20fori=1,...,pand 3; > 0for j=1,...,q.
In particular, one has the autocorrelation function for the GARCH(1,1) process at lag k, when the
fourth moment exists [3], as follows:

04%51

k-1
m) (a1 +p1)" . (3)

Pk = <041 +
Which is approximately given [4] by
1 _
Pk~ <041 + gﬂl) (a1 + B1) 1
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Nevertheless, it is clear that the autocorrelation function still decreases exponentially which is in
contrast to the long memory property that have been pointed out in several empirical studies. Indeed,
it has been revealed that the sample autocorrelation function of the S&P500 absolute returns decreases
very fast at the beginning, and then decreases very slowly and remains significantly positive [5], which
is different from an exponentially decreasing function. Works of Andersen and Bollerslev [6], Andersen
et al. [7], Bollerslev and Wright [8], Karanasos [9] are among others that empirically highlighted the
presence of the long memory property. Ding et al. [5], Ding and Granger [4] claim that a such empirical
behaviour reveals the existence of different components of volatility dominating different periods. Some
components of volatility can have a very significant effect in the short term, but fall very fast. Others
may have a relatively smaller short term effect, but last for a long time. In this sense, Ding and
Granger [4] introduce the CGARCH (Component GARCH) model as a new specification of volatility
by decomposing it into several GARCH component specifications, allowing some to capture the long-
term dynamics of volatility, and others to capture its short-term fluctuations.

Thus, it is said that ¢; is a CGARCH(N) process in the sense of Ding and Granger [4] if it verifies:

Et = 0Nt, TNy~ lld(07 1)7

N N
2 2
op = E Wi ¢, E w; =1,
i=1 1=1

0%, = wi + ety + Biod_qy, i=1,...,N. (1)

Following the specification (4), all the statistical properties of the GARCH model hold for the
CGARCH because indeed, any CGARCH(N) composed of N GARCH(1,1), is expressed as a re-
stricted GARCH(NV, N). In this sense, Karanasos [9] has managed to make explicit the specification
GARCH(N, N) of a CGARCH(N) composed of a IGARCH(1,1) and (N —1) GARCH(1,1) (Lemma 3.1
in [9]).

Let us focus on the non-negativity constraints of the CGARCH conditional variance. So, we consider
the CGARCH model of Ding and Granger [4] in the unweighted form used by Maheu [10], that is

N 2
€t = <Z U?,t) ne = ogm, e~ iidN(0,1),
i=1

2 2 2 .
04 = wi + igy_y + Bioiyq, i=1,...,N. (5)

Obviously, non-negativity constraints of o7 are necessary to be imposed. They are generally iden-
tified from the GARCH(N, N) specification associated with CGARCH(N). For instance, for N = 2,
the CGARCH(2) is expressed as a GARCH(2,2) as follows

02 = ap + a167_| + ase? o+ byl | + byl o,
where ag = wi(1—B2)+wa(1— 1), a1 = (a1 +az), aa = — (@182 +afr), b1 = f1+ P2 and by = — 1 fa.
Thus, to keep o2 > 0, it is sufficient in the sense of Bollerslev [2] that the CGARCH parameters

verify ag > 0 and a; > 0 (resp. b; > 0) for i = 1,2 (resp. j = 1,2). These constraints can be relaxed
in the sense of Nelson and Cao [10] to obtain the following inequality set [11]

O<ag+fBo<ar+pi <1, ag<pfs, 0<a;, 0<a, 0<w and 0 < wo,

which defines, in addition to the conditions of stationary and existence of moments, the finder parameter
space of a QML estimation.

Now, for N = 3, one derives the GARCH(3,3) specification arising from the CGARCH(3) model,
that is 2 _ 2 2 2 2 2 2
0 = ag + a1€;_1 + asg;_o + azei_s3 + bioj_; + baoy_5 + b3o;_3,
where ag = wi(1— B2 — 3 — P2f3) +wa(l— 1 — B3 — f153) +ws(1—P1 — Po— P1f2), a1 = (a1 + o+ a3),
az = —a1(Be + B3) — az(B1 + B3) — az(B1 + B2), a3 = —a1 P23 — azf1 B3 — azfi B2, by = B1 + B2 + B3,

by = =182 — B283 — B1P3, and by = —[152/33.
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Contrary to the CGARCH(2), the relaxation of constraints on the CGARCH(/NV) parameters re-
sulting from the GARCH(N, N) specification for N > 3 is not obvious even in the sense of Nelson and
Cao [10] which does not provide an explicit formulation of these constraints for GARCHs of orders
p,q = 3. Although the general form of the GARCH model associated with a given CGARCH model
had been established by Karanasos [9], the relaxed formulation of the conditions of non-negativity of
o? for any N > 1 remains an open question. Consequently, the determination of a suitable parameter
space for the QML estimation, is only possible ex-post via its GARCH representation. Thus, the
pre-estimation of o7 is only ex-post feasible in order to construct the quasi-likelihood.

Settar et al. [12] put forward a new approach to deal with the non-negativity of the conditional
variance generated by the GARCH(1,1) model without any prior constraints on the parameters except
for those of weak stationary and the existence of moments. To this aim, a constrained Kalman filter
via a state space representation is implemented to predict the conditional variance which is used to
estimate the quasi-likelihood function. GARCH parameters are subsequently estimated by the quasi-
maximum likelihood using the simultaneous perturbation stochastic approximation (SPSA) [13-15].
This method is called robust estimation of the conditional variance and the parameter estimation is
denoted QCKSA. Besides, the use of such kind of optimization algorithm is due to the randomness
of the quasi-likelihood construction. But his relevance goes beyond that as its performance does not
depend on the number of parameters. In what therefore context does the method proposed in Settar
et al. [12] overlap with the estimation of the CGARCH model? Indeed, it is interesting to note that

(i) The CGARCH belongs foremost to the GARCH family being a restricted GARCH(V, N) whose
parameters are given according to the parameters of the N GARCH(1,1) components [4,9].
Hence the QCKSA method is as valid for the estimation of the CGARCH as the GARCH.

(ii) As claimed previously, the CGARCH is not only subject to the non-negativity constraints of
its parameters ensuring the positivity of its conditional variance [2]|, but these constraints can
be ex-post relaxed in the sense of Nelson and Cao [10] after the derivation of its GARCH
representation. This shows the usefulness of the robust estimation of the conditional variance
proposed by Settar et al. [12], by imposing directly the non-negativity of the conditional variance
without constraining the model parameters a priori.

(iii) It is well known that the more the conditional variance of the CGARCH is decomposed into
more volatilities, the more significant the model is by better capturing the volatility dynamics.
This consequently leads to a higher number of parameters. Hence the interest of the SPSA
algorithm in the estimation of the CGARCH independently of its dimension.

Thus, within the framework of the GARCH estimation (i), given on the one hand the eventual
high order of the CGARCH resulting from (iii) and the requirement to identify the constraints on the
parameters relaxing the CGARCH as mentioned in (ii) on the other hand, the prior determination of
the parameter space ensuring the convergence of the SPSA algorithm applied to the CGARCH may
be flexible so as to avoid the ex-post identification of the parameter space resulting from the GARCH
specification of the CGARCH model. In this vein, we show in this paper that the construction of such
a space is always feasible as the product of the parameter spaces of each GARCH(1,1) component.

This paper is organized as follows. The next section reviews the QCKSA approach steps. Section 3
provides results of convergence analyses of the QCKSA algorithm applied to the CGARCH model (5).
Section 4 examines the performance of our method via Monte Carlo experiment. Further, empirical
application to the S&P500 return series is presented in Section 5. Finally, Section 6 concludes.

2. Preliminary

Consider the i-th GARCH(1,1) specification associated with the conditional variance component azt,
i =1,...,N. Thus, we outline succinctly the steps of the QML estimation of the i-th GARCH(1,1)
parameter vector 6; = '(w;,a;, ;) € ©; C RT* x R*2 based on the the robust estimation of the
conditional variance and the SPSA algorithm [12]. Henceforth, we respectively denote 31'2,15 :0; - R
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and 52-2’t : ©; — R*™ the conditional variance predicted by the Kalman filter and its robust pre-
estimation, of unknown parameter 6;.

Conditions of the weak stationary and the existence of the fourth moment that define ©; are
respectively given by

o+ B < 1, (6)
B2+ 20;B; + 3aZ < 1. (7)
Under these assumptions we pre-estimate al%t using the Kalman filter via the following state space
representation:
azt = w; + (a5 + Bi)o? Oi1 T Qivig1,
6% = Uz'%t + Vg,
where v;; = & — aﬁt = e? — E(sﬂz—:?_l,...,z—:%) is by definition the linear innovation of the i-th

GARCH(1,1) since from the specification (5), o2 i1 1s the forecast of 7 based on its own lagged values.
Then, under the initial conditions:
~2 Wi
o =K _
1,0/0 ( 0; 0) 1— a; — ﬁz

and

20.)2 2

(1—ai —B3i)*(1 - B? — 20;8; — 3a2)

Pojo = Var(ai%o) =

We get the Kalman filter equations allowing to predict in a first step a , by o o2 =17 that are
31'2,t\t—1(0 ) = wi + (o + Bi)7; i 1j—1(04), (8)
Pye—1(0:) = (o + Bi)* Py 1e—1(05) +ajv(b;), 9)
Ki(0;) = Ptlt 1(05) (Pye—1(6:) + v(6:) 7, (10)
322,t\t(el) = Uz - 1(0:) + Kt(ei)(EZ - 8i2,t|t—1(9i))7 (11)
Pye(0:) = (1 — K¢(6:)) Pye—1(6:). (12)

In a second step, we apply the density truncation algorithm 1 under the non-negativity constraint
N1 - < 02 < Ni_, which depends on a threshold Ni_, given for a confidence level 1 — 7 and for any
=1,...,n, as

1
1_T:P{N1_T <03<N1_T} (13)

One obtains a non-negative robust estimate of o7,(6;), namely 7 ,(6;) given by

51'271& =/ Pojt—1 bz + 3i2,t|t_1- (14)

Then, using the SPSA algorithm 2 for p = ¢ = 1 (see also Allal and Benmoumen [13]| for the
standard GARCH(1,1)), a QCKSA estimate of 6; € ©; is given by
0; = arg s lin(0:),

1

where - Lo & .
lin(0;) = - Z 52, (09 + log (7 4+(6:)) (15)

t=1

and
0; = {HieRg/wi>0, i+ Bi < 1, B2 + 2a;8; + 307 <1}.

Numerically, (/9\@ is obtained as the solution of the recursion equation given in (2) by
Ok+1 = O — arg(O). (16)
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Algorithm 1 Constrained Kalman filtering by Pdf truncation

Require: 7 = 0.5%, Zy.995 = 2.575: The (1 — T)th quantile of the standard Gaussian distribution;
1: fort=1,...,n
2 Uz£2|t—1 ~ N(Gtz\t—l’Pt\t—l);

3: Yp= ——
! vV Prt-1

. _ ~
4 Nir = \/Pyi—1 Zo.995 + 0315
1— Ni_,62, Ni_, —02,
t)t—1 tt—1
and u; = ;

Ni—r\/Pyp—1 VPpi-1

_ NG ~
6:  flx) = exp (—2?/2) 1, 4,1 (), f : The Gaussian truncated density of ¥
V7 [erf(ue/v2) — exf(i1/V2)] ( ) it !
normalized between I; and wu;. erf(.): the truncation error function
ps = E#(5);

~o ~2
Ttjt—1 = V Pye—1 ps + Tjt—1-

5: lt —

Algorithm 2 Simultaneous Perturbation Stochastic Approximation

Require: (a,c,\) =(0.16,0.2,0.602) and A = I/10, I: number of iterations;
1: initialization: 6y € ©1;
2: fork=1,...,1
3 ar=a(A+k+1)7N
1
4: {Ak,l}l ~ iidBer (:I:l, 5), JAVEE t (Ak,h cee Ak,p-l—q-‘rl) € Rp+q+1;

if 0, = t(wl,k7al,k,ﬂl,k) € ©; then
6: {6;,04} ~iidU[0,1];
Y (0k) = Lin (O + cAg) + 6 and y;, (0k) = Lin (O — cAg) + 5 ;

o

~

~ FOr) —yr (0
s gy = MO —u ) ’“)2cyk( k) YAk A ):
9: Or+1 = Ok — arg(Or);
10: if ||0g4+1 — Ox|| > € then
11: k=k+1,
12: else N
13: Return 6;
14: else R
15: 0 = O0r_1;

3. Sketch of convergence

The purpose of this section is to prove the existence of a QML estimate of the CGARCH(N) parameters
by specifying a parameter space providing the convergence of the SPSA algorithm. Before that, we
demonstrate such convergence for the i-th GARCH(1,1),i=1,...,N.

3.1. GARCH(1,1) model

In order to analyse the convergence of the SPSA algorithm applied to the GARCH(1,1), we refer to
the assumptions (5.1)—(5.6) [16].

First, we note that the assumptions (5.2)—(5.4) are satisfied by the choices of ax, Ay and d; made
respectively at steps 3, 4 and 6 ( [16], p.45). Assumption (5.5) can be practically satisfied through
ex-post checks made in step 5 to avoid the divergence of the sequence of iterations () in cases of
non-stationary or non-existence of moments. Returning to the assumption (5.1), an idea that allows
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to satisfy it is to extract from ©; the smallest compact (bounded and closed subset of ©;) over which
E,n is smooth in the sense of (5.1). Thus, we need to assume that w; is bounded, i.e. n < w; < w; for
some 7 > 0 and w; > 0.

Therefore, we consider the subset ©;, C ©; defined by

iy =1{0; ER*/ n < w; <Tj, o+ B; <1 —m, B7+2;B +3a7 <1—1n}.
It follows that ©; , is compact since it is both closed as a union of closed intervals of R3, and is bounded
since for any 6, € ©;,, 0 < w; <w;, 0 < a; < 1et 0 < f3; < 1. Moreover, ©;,, — 0; as n — 0F.

Lemma 1. For alln >0, E,n is smooth over ©;,, in the sense of (5.1).

Proof. Let n > 0 and let’s respectively denote by ¢;, 1y and v the functions defined over ©; ,, and for
any t € N* by
o1(0;) = aiﬂt_l(ei)a Ve(0:) = Pye—1(6s) and  v(6;) = Evig,
where [2]
2w7 (1+ a; + Bi
/(67) = Wi Qb t ) - (7)
(1 — oG — 5@) (1 - 30‘;’ - Bz - 204@'5@')

From (8), (10) and (11), one easily obtains that

(i + Bi) (v(0:)dr-1(0:) + he-1(0i)e7 ) .

0;) = w; + 18
H(8) b (6) + 000 (18)

Likewise, it is deduced from (9), (10) and (12) that

Yr—1(6s) 5
0;) = |(a; + 2'2 + a; v(6;). 19
w8 = (0 + 8 T o w6 (19)
First, we prove by mathematical induction that

Py € C*(0;y), Vte N (20)

Indeed, for t = 1, ¢y € C*(0©;,) is a function of Py being, according to (9), a function of Poo €
C*(0©,,,) given (6) and (7).
Now assume that ¢, € C>°(0; ). Then, under (6) and (7),

v €C®(O,). (21)

Since
th(ez) + V(@Z) >0, V0, € @iﬂl' (22)
Then
Pir1 € CF(O4y).

Hence the result (20).
Now, let’s show by mathematical induction that

¢ € COO(@Z',”) V t € N*. (23)

Indeed, for t = 1, ¢ € C®(0O;,) is as a function of Gil|0 being according to (8), a function of
830‘0 € C™(0©,,,) given (6).

Assuming that ¢, € C*°(0,), given (20), (21) and (22), one can deduce that ¢, € C*(0;,). From
which results (23).
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Therefore, according to (14), it follows the next
51'2,t\t—1 € Cm(gim)- (24)
By deduction, given (15) the next is true
lin € C®(O4).

Since ©;,, is a compact, then Tm is quite smooth over ©;, in the sense of (5.1). [
Based on the above, the following proposition can be formulated ensuring the almost sure conver-
gence of the recursive equation (16).

Proposition 1. Let H be the set of local minima of Tm satisfying (5.6). Then for all n > 0, there
is € > 0 such as for all ¢ € ]0,7¢,
0; — H, a.s.,

where H,, is a H-neighbour given by
Hy = {0; € ©in/ [10: = 07[| <n, 6; € H}.

Proof. Theorem 5.3 in [16] is applied to Z\i,n by checking the assumptions (5.1)—(5.5). Indeed, E,n
satisfies the assumption (5.1) according to the lemma (1). Further, the assumptions (5.2)—(5.5) are
verified by the choice of the sequences ay, Ay and 52[ made previously ( [16], p.45). Thus, assuming
(5.6), the claim follows. [

3.2. CGARCH(N) model, N > 1

Now, the existence of a QCKSA estimate of each GARCH(1,1) parameter composing the CGARCH(N)
is proved over ©;, for n > 0 and 7 = 1,...,N. In the sequel, the quasi-log likelihood of the

CGARCH(N) is maximized according to the parameter space én = Hf\il ©;n, n > 0.

Since the quasi-log likelihood is given for all = *(wy, a1, 81, ..., wi, i, Bis- -, wWN, AN, BN) € (:)77
by
~ n n 1< 62
L,(0)=—=log(2m) — = [ — —t— +1log (o7, ,(0)
2 2 ng o7, (6) (tltl >

Then, maximizing £,, means in other words minimizing the criterion [,, given by

Z

1

a7 (), (25)

where 52 is the conditional variance estimated for any 6 € (:)77 by

Z 0; t (26)

By construction 77 is non-negative one so that Z;L is well defined (:)77-

Remark 1. (26) is in line with our approach based on the estimation of CGARCH model with-
out the need to its GARCH representation, because otherwise the pre-estimation of a?’t for the
GARCH(1,1) [12] remains applicable to such a representation to pre-estimate o2, which does not
correspond to the aim of our approach. Hence, we don’t have to apply the algorithm 1 but we exploit
directly the algorithm 2 to minimize /l\n with respect to 0 = Y(wy, a1, b1, ..., Wi, a4, Biy - -, WN, AN, BN),
by substituting ©1 by O for some n > 0 and setting p = ¢ = N as described by the following algorithm.
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Algorithm 3 QCKSA

fori=1,...,N
Apply the algorlthm 1 to compute the constrained conditional variances Uft,

Apply the algorithm 2 to ll . to obtain the SPSA-estimation 9 = arg m(l)n lZ n(0:) 3
0;¢
fort=1,.. N R
52(0) = X, 32,0 i i
Apply the algorithm 2 to ln to obtain the estimate § = arg min [,,(0).
0€6,

The following Lemma provides the smoothness of 1, over @),7 which verifies (5.1).

Lemma 2. Foralln >0, I, is smooth over én in the sense of (5.1).

Proof. Let > 0. It follows from (24) and (26) that 57 € Coo(én) as a sum of functions that belong
to C* class over the portions of é??'
Therefore, given (25), one can obtain that lAn € Coo(én). Moreover, @),7 is a compact as a product
of the (0;4)i=1,.,n compacts. Hence the result. ]
The following proposal leads to minimize locally Z\n over 677'
Proposition 2. Let L be the set of local minima of 1,, verifying (5.6). Then, for any n > 0, there is

¢ > 0 such that for any ¢ € ]0,¢],
0 — L, as.,

where L, is a n-neighbour of L given by
L, = {He(:)n/ 16 — %] < n, H*EL}.

Proof. Assuming (5.6), it is reasonable to apply this time Theorem 5.3 in [16] to 1, since the latter
verifies (5.1) according to the lemma (2) and (5.2)—(5.5) are satisfied by the choice of the sequences
ar, Ap and 5ki made previously. Hence the result. ]

Remark 2. 0*still possesses the asymptotic properties of a quasi-maximum likelihood estimate under
the assumptions A1-A6 given in Francq and Zakoian ( [17], Chapter 7).

4. Simulation experiment

Our aim in this section is to check through a Monte Carlo experiment that the proposed algorithms
improve the estimations obtained by quasi-maximum likelihood [4] for a large size of observations.
Let’s consider the CGARCH(2) model:

1
&gt = (Uit + a%,t) *ne = o, e~ 1idN(0, 1), (27)
ot , =0.005+ 0.04¢7_; +0.907,_;, (28)
02, =0.5+04e? | +0.303,_,. (29)

Note that the GARCH(1,1) specifications (28) and (29) are both weak stationary and of finite 4-th
moments according respectively to conditions (6) and (7).

Then, there are generated 150 replications of sample size n = 10000. First, we estimate the
CGARCH parameters using the QML method [4]. The obtained parameter estimates denoted 69y, are
used as initial values of 8 to apply the QCKSA algorithm 3 to the generated data whereby algorithms 1
and 2 are applied to pre-estimate O'%t and O'%’t from which we obtain a pre-estimation of o} as given

by (26). Afterwards, the likelihood criterion 1o (25) is minimized using algorithm 2. As claimed
earlier, the identification of the GARCH(2,2) specification resulting from the CGARCH(2) (27) is not
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required, nor the resulting relaxed restrictions on the parameters. The obtained parameter estimator
is denoted 5@0 ksA. The mean squared error (MSE) is used to compare the accuracy of the parameter
estimations. As can be clearly seen from Table 1, the QCKSA method has outperformed the the QML
method by recording the smallest MSE values.

Table 1. Estimation accuracy of CGARCH(2) parameters by QCKSA and QML.

0 w1 ay B1 ) Qg B2

0o 0.005 0.04 0.9 0.5 0.4 0.3
Oocksa 0.0047 0.0381 0.8905 0.4991 0.4003 0.2921
MSE < 0.0001 < 0.0001 0.0001 <0.0001 <0.0001 0.0001
Oomr 0.0179 0.0301 0.7418 0.6810 0.3702 0.3856
MSE 0.1650 0.0031 0.0409 0.0398 0.0010 0.0074

5. Empirical illustration

There is presented an empirical application of the QCKSA method for the estimation of CGARCH
parameters according to the specification (5). The application concerns the series of daily returns
of the S&P500 index over the period from 28/10/2010 to 27/11/2020 with a sample size n = 2539
observations (figure 1). The data used for the analysis can be freely downloaded from the website
http://finance.yahoo.com.

Table 2. Descriptive statistics of S&P500 returns. Q.,-(10) and @,2(10) are Ljung-Box’s Q-statistics at lag 10.

Min Max  Mean Variance kurtosis Q,(10) @Q,2(10)
—5.5438 3.8948 0.0192 0.2289  20.8808 66.817  602.29

The statistics reported in Ta-
ble 2 reveal the presence of the —
standard features of excess kur-
tosis and significant autocorre- - °

3000

lation of the series of returns = o

and squares of returns as shown ] I ]

by the Q-statistics of Ljung— S } T

Box (e.g., at order 10). Thus, = | | I I I I I I I I
2012 2016 2020 2012 2016 2020

the series of returns denoted ry Fie. 1. SLP500 index (Lot 4 il & s of
is fitted by an AR(1) with a ig. 1. index (left) and the corresponding series of returns

ight) from October 28, 2010 to November 27, 2020.
CGARCH(2) noise, i.e., (right) from October © movember

e = (250 + ¢1Tt_1 + &4, (Et‘Et_l,Et_Q, R El) ~ lldN(0,0'g) (30)
1 .o
& = (O'%,t + 05705% = o,  me ~ iidN(0,1)

07y = wi + oer ) + Biog,_y, i=1,2 (31)

Firstly, there are estimated by QML the parameters of the CGARCH given by (30), namely w1, a1,
b1, wa, az and fo. Then, there are estimated by QCKSA the CGARCH(2) parameters as given by
the algorithm 3 using the QML parameter estimates as initial values. Table 3 represents the estimates
obtained in addition to the corresponding log-likelihood values.

The estimation results presented in Table 3 show that the ait component captures long term
volatility fluctuations while the second component ait captures the short-term volatility fluctuations.
Indeed, using the QML (resp. QCKSA) method, O'%t starts small in amplitude (0.0079 (resp. 0.0062)),
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Table 3. Estimation of CGARCH(2) parameters by QML and QCKSA. Log-lik represents the log-lik likelihood.
AR(1) CGARCH(2)

®o o1 w1 aq B1 Wo Qi B2 log-Lik
QML 0.0191 —-0.1621 0.0079 0.0007 0.9944 0.0877 0.2118 0.7355 —992.6334
QCKSA 0.0191 -0.1621 0.0062 0.0004 0.9913 0.0833 0.1821 0.7351 —985.7104

but decreases very slowly with a decrease rate of 0.9944 (resp. 0.9913), while ait starts strongly in
amplitude (0.0877 (resp. 0.0833)), but decreases very fast with a decrease rate of 0.7355 (resp. 0.7351)
(Figures 2 and 3). This is also in line with the persistence estimates for each component, given by
a; + B\i, i = 1,2, whereby the O'%t component captures the persistence effect of o7 recording 0.9973
(resp. 0.9917) exceeding that of o3, which records 0.9473 (resp. 0.9172). Moreover, o7, is much less
sensitive to shocks €2 ; than O-%,t (0.0007 < 0.2118 and 0.0004 < 0.1821).

Note in particular that the QCKSA estimation distinguishes better the behaviour of o7 in terms of
volatility persistence for each component since it reflects better the low persistence of ait compared to
that obtained by QML (0.9172 < 0.9473). Thus, it provided results in accordance with the structure of
the CGARCH capturing both the short and long term behaviour of the volatility, while also recording
a relatively higher likelihood value (—985.7104 > —992.6334).
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Fig. 2. Volatility of the long-term component o7 ; (left) and the short-term component o3 , (right) estimated
by QML.
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Fig. 3. Volatility of the long-term component o7 ; (left) and the short-term component o3 , (right) estimated

by QCKSA.

6. Conclusion

In this paper, the convergence of the SPSA algorithm applied to the CGRACH has been proven in a
parameter space defined a priori from the parameter spaces of its GARCH(1,1) components allowing
the pre-estimation of its conditional variance and satisfying the relaxed constraints of Nelson and Cao.
The simulation experiment show that our estimation method outperforms the existing QML approach
in term of the accuracy of the parameter estimation. Further, the empirical study of the S&P500
return series showed the performance of the QCKSA estimation to capture the short and long term
dynamics of the CGARCH volatility, by maximizing its likelihood compared to the QML estimation.
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KBasimakcumainbHa ouiHka npaBaonofibHocTi moaeni
Component-GARCH 3a gonomoroto anropntmMmy CToOXaCTUYHHOIo
Habnmn>xeHHs i3 3acTtocyBaHHsAM go S&P500

Cerrap A.', ®armi H.1.', Bagayi M.1?

LIPIM, Hauionarvni wkoau npuriadrux nayx Xopibeu,
Vuisepcumem Cyamana Myaes Caimana, Mapoxko
2LaMSD, Buwa mexnonozivna wkona Yoorcou
Hepwuti ynisepcumem Moxammeda, Maporxro

Komnonenr GARCH (CGARCH) ninxomuTh Jyisi Kpamoro BiobpaxKenHs KOPOTKOCTPO-
KOBOI Ta JIOBTOCTPOKOBOI JWHAMIKN BoJIaTHIbHOCTI. TuM He MeHIe, TpoCTip mapaMeTpiB,
IO CKJIIAETHCA 3 00MEKeHDb HEBi/I’€MHOCTI YMOBHOI JuCIIepcil, HepyXOMOCTi Ta iCHyBaH-
Hsl MOMEHTIB, € JIUIIe TolepeHbO BusHadeHuM 4depe3 npejcrapiends GARCH CGARCH.
Ile moB’si3aHO 3 BiICYTHICTIO 3araJIbHOTO METOJYy BU3HAYEHHS AIlpiopi ciabKux 0OMexKeHb
uesix’emuocri ymosuol jucnepcii CGARCH(N) mia Gyap-gkoro N > 1. ¥V uiit pobo-
11 upocrip napamerpie CGARCH, nobymoBanuii i3 mpocTOpiB MapaMerpiB KOMIIOHEHTa,
GARCH(1,1), anpiopi HagaeTnest st inentudikari fioro dhopmu GARCH. Taxwnii mpocTip
BHUKOHYy€E cJIabKi obOMexkeHHs1 HeBir'emHocTi ymoBHOI juciiepeii CGARCH, mo nomnepeaaso
OIHIOEThCsI, 3abe3neuyroun icuyBauHs ominkn QML y 3HaYeHH] aJIropuTMy CTOXaCTHUIHOTO
nabuimekennst. [IpegcraBieno iMiTaiiHAil €KCIIEPUMEHT, 8 TAKOXK eMITIPUIHE 3aCTOCYBaHHS
Jo ingekcy S&P500, i 06uBa BOHM MOKA3YIOTHh €(DEeKTUBHICTD 3aIIPOIIOHOBAHOIO METOJLY.

Kntouosi cnosa: xomnonenm GARCH, ymosha ducnepcis, cmoracmudme HabAudCeHma,
Pirvmp Karomarna, K6a3iMaKCUMANOHG TLMOBIPHICTG.
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