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Po3risinyTo mpo0ieMy KOHTEKCTHO-3aJI€:KHOIO IJIAHYBAHHSI IOCJTIIOBHOCTI BHKOHAHHSA He3a-
JexXHuX ado cJafomoB’A3aHUX 3aBJaHb iHTeJdeKTyalbHUM areHToM. IIpoanajizoBaHo mnpuHIMI
BiINOBIIHOCTi 3aBJaHHS KOHTEKCTY. 3aNPONOHOBAHO CTPYKTYPY MOIYJIsl KOHTEKCTHO-32J1€5KHOI0 MJIAHY-
BAHHS NOCJTIIOBHOCTI BHUKOHAHHA 3aBAaHb Y CKJIaJi IHTeJeKTyaJbHOIr0 areHTy Ta aJropuTM ioro
podoTH. Y CTpPYKTYpi Moay/as IVIAHYBAHHS peati3oBaHO TPHM OCHOBHI rpynu O0JIOKiB: pofoTa 3 3a-
B/JAHHSMU, Po00TAa 3 KOHTEKCTOM, BHU3HAYEHHSI BiAMOBIIHOCTI 3aBIaHb KOHTEKCTY.

Tako:k B CTATTi 3alpoONOHOBAHO AJIOPHUTM PO3PaXyHKY IMHAMIYHOIO NpiopuTeTy 3aBIaHHA,
aJIrOPUTM BU3HAYEHHS BiANMOBIAHOCTI 3aBJaHHS KOHTEKCTY i aJroputM ajganrtanii HaOopy mnpaBuI
BiAMOBiHOCTI 3aBJAaHb KOHTEKCTY. 3HAYEHHSl JAUHAMIYHOIO MNPIiOPUTETY 3AJEKUTH Bill CTATHYHOrO
NpiopuTeTy 3aBJAHHS, IO NMPU3HAYAETHCS B MOMEHT J0JaBAHHS 3aBJaHHS, Ta CTyIeHs BiamoBiaHocTi
3aBJAAaHHA KOHTEKCTY 3 YPAaXyBaHHSIM BeKTOPY KOHTeKcTy. JlomyckaeTbesi ABa PeKUMH 3aMYyCKY
AIrOPUTMY IUIAHYBaHHSA: 32 (DaKTOM 3BepPHEHHS iHTEeJEeKTyaJqbHOr0 areHTy 32 HOBHM 3aBJaHHSM Ta 3a
(¢akToM 3MiHM BEKTOPY KOHTEKCTY. AJITOPUTM PO3PAXYHKY JAMHAMIYHOrO0 MPIiOPUTETY BHUKOHYETHCS
He3aJIeKHO VISl KOKHOI0 3aBJAaHHs. BHacligok nboro iioro nporpamMua peajiizauisi Ma€ BeJIUKHUI pecypc
po3napaJieJIlOBaHHA.

Juas anantanii Hadopy npaBuJI BiANOBIIHOCTI 3aBJaHb KOHTEKCTY BUKOPHUCTAHA CXeMa HABYAHHS
3 MiAKPINJIEHHSAM B CTALIIOHAPHOMY BHIIA/IKOBOMY CepPeI0OBMILI 3 KOHTEKCTHOIO 3aJIe:KHicTIO (contextual
multi-armed bandit problem). /lasi koxxHOro nmpapm/ja BiINOBITHOCTI BHKOHY€TbCSl CBill NPUMipHUK
npoueaypy HaB4YaHHS 3 miakpimieHHsM. B sikocTi MeTooy HaBYaHHA 3 MiAKPINVIEHHAM B CTATTI
BUKOpHCTaHO MeTox BepxHboi A0Bipuoi me:xki (Upper-Confidence-Bound Action Selection). 3anpomno-
HOBAHO CXeMYy PpO0OTH MpoOUEeIYPH HABYAHHSA 3 NiAKPiNVIEHHAM, peai3oBaHy B NPOTOTHII MOIYJIs
KOHTEKCTHO-32J1€KHOI0 IJIAHYBAHHS MNOCJITOBHOCTI BMKOHAHHSI 3aBJAaHb IHTEJIEKTYAJBHMM areHTOM.
Cxema po0oTH mnpoumeaypd HaBYAHHA 3 HiAKPIIVIEHHSIM /J03BOJISA€ BHUKOPHCTOBYBATH [IeKOMIIO3ULIiI0
JAaHUX | QYHKIiOHATBbHY AeKOMMIO3MIII0 11 PO3NapaJieJIIOBAHHSA BiiNOBiAHUX 004U C/IeHb.

Ki11040Bi c10Ba: KOHTEKCTHA 3a/I€JKHICTh, iHTEJEKTYaJIbHMII areHT, MJIAHYBAHHS TNOCTiTOBHOCTI
BUKOHAHHS 3aB/JIaHb.

Beryn

OnuH 3 OCHOBHHMX HAIPSIMKIB PO3BUTKY ifled 1 TEXHOJIOTiH IITYYHOrO IHTEIEKTY IOJsTae y
CTBOPEHHI aBTOHOMHUX IHTEIEKTyallbHUX arcHTiB, 3JaTHUX CaMOCTiifHO 0e3 yJacTi JIIOJMHU BUPIIIYBaTH
MocTaBJIeH] nepe HUMH 3aBnaHus [1-3]. [IpuknagaMu iHTENEKTyalbHIX areHTiB MOXKYTh OyTH aBTOHOMHI
poboTH, OE3MIIOTHI JNiTalbHI anapaTd, aBTOHOMHI TIBOJHI amapatd, HMpOrpaMHi arcHTH, TEepCOHAbHI
nmoMiyHUKHK Ta iH. Cy4yacHi JOCATHEHHs B 00J1aCTi KOMIT FOTEPHHMX TEXHOJIOTIH, TEXHOJIOTiH 0e3IpOTOBOrO
3B’s13Ky, MOOUTbHUX OOYHMCIIEHb Ta B IHIIMX OOJIACTSX JalOTh MOMKIIHMBICTH pEali3oBYBaTH BCE OUTBII
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CKJIaJIHI apXiTEeKTYpHY IHTENEKTYalbHUX arcHTiB i HapollyBaTH iX QyHKIioHambHICTE. B pe3ynbraTi yacto
BHHHUKAIOTh CUTYaIlil, KOJIU Mepe IHTEeICKTyaIbHIM areHTOM CTOITh OJHOYACHO KiJbKa PI3HUX 3aBlaHb, 1
oMy moTpiOHO BHOpaTH JIesKy TOCHIJOBHICTh X BUKOHaHHS. OJHIEO 3 Tepmux obmacTedd, y sKid
JOCTITHUKY 3ITKHYJIUCS 3 I[i€f0 Ipo0iieMoro, Oyiia po3poOka aBTOHOMHHMX POOOTIB I CKIIAJaIbHOTO
BUpoOHUIITBA [4-7]. [IpH 1IbOMY B 3aJI©KHOCTI Bij crenu(iKd 3aBAaHb 1 XapakTepy 3B’SA3KIB MK HUMHU

3ajada TUIaHYBaHHS TIOCIIZIOBHOCTI BUKOHAHHS 3aBAaHb 3 YpaxyBaHHsIM CTaHy OTOYCHHS areHTy Ta
CIOCTEpEKYBaHOI NUHAMIKKM HOro 3MiH. B JaHOMy BHMIAnKy MaeThbcs Ha yBasi, IO areHT 3AaTHUU
BH3HAYATH sKE 13 3aBJaHb B JIAHMX YMOBaX HAaWOUIbII BUTiJIHO BUKOHATH PaHIIIe 3a 1HIIUX, 1 (opMyBaTH
4eproBicTh BUKOHAHHS 3aBJaHb BiIMOBIIHUM YMHOM. [HIIUMU CIIOBaMH TUIAHYBAHHS B JaHOMY BHITAJKy €
KOHTEKCTHO-3JICKHUM 1 MOXe OyTH MPEAMETOM IOCIIKEHHS B paMKaxX OUIbII 3arajibHOI KOHIICTIIIiT
KOHTEKCTHO-3JICKHHUX 004HCIIeHb [8-13].

B crarTi posrnsiHyTa mnpobieMa KOHTEKCTHO-3aJIKHOTO IIaHYBaHHS ITOCIIIOBHOCTI BUKOHAHHS
HE3aIeKHUX abo0 Clla0oMoB’sI3aHUX 3aBJaHb IHTEICKTyaJbHHM areHTOM. B ToMy 4uMcii mpoaHai30BaHO
MPHUHIUIT BiIMOBITHOCTI 3aBJaHHS KOHTEKCTY, 3alpONOHOBAaHA CTPYKTypa MOIYJS TUIAHYBaHHS ITOCIHi-
JIOBHOCTI BUKOHAHHS 3aBJaHb Y CKJIaJi IHTEICKTyallbHOrO areHTy Ta aJropuTM Horo poboru. B crarri
3alpPONOHOBAHO alTOPUTM PO3PAXYHKY IUHAMIYHOTO MPIOPUTETY 3aBIaHHS, AITOPUTM BH3HAYECHHS Bil-
MOBIJJTHOCT1 3aBJaHHSI KOHTEKCTY 1 allTOPUTM aJIanTailii Habopy MpaBWJI BiIMOBIAHOCTI 3aB/IaHb KOHTEKCTY
Ha OCHOBI HaBUYaHHS 3 MIJAKPIIJICHHSIM B CTAl[ilOHAPHOMY BHIIaJKOBOMY CEPEIOBHUIII 3 KOHTEKCTHOIO
3anexHicTio (contextual multi-armed bandit problem). 3anpomoHoBaHo cxemy poOOTH TpoLEAYpH
HaBYaHHS 3 MIKPIMJICHHSM, III0 peaii3oBaHa B MPOTOTHUITI MOAYIIS TUTAHYBAaHHS TIOCITIIOBHOCT1 BUKOHAHHS
3apranb. CIiJl 3a3HAYUTH, MO OTPHUMAaHi PE3ylbTaTH MOXXHA Y3arajJbHUTH Ha BUMNAJOK IUIAHYBAHHS
MOCJIIZIOBHOCTI BUKOHAHHS 3aBJlaHb 0araToareHTHOK CHCTEMOIO, B TOMY YHCIII 3 ypaxyBaHHSIM PO3MOALTY
OKpPEMHUX 3aBJIaHb MIXK areHTaMHU.

1. IIpo6eMa KOHTEKCTHO-3JI€5KHOT0 TJIAHYBAHHSA

PosrnsiHeMo MHOXHMHY He3alexHHX 3aBaaHb Q={q},, sfKi MOTPiOHO BHKOHATH IHTENEKTYaILHOMY
arelty. bymemMo BBakaTd, MO0 KOXXKHE 3aBAaHHS ( XapaKTepPH3YEThCS HEMYCTHM HabopoMm aTpuOyTiB 3
MHOXXHHHU BCiX atpuOyTiB X={x};. [IpuknagamMu aTpuOyTiB MOKyTh OyTH THII pecypcy HEOOXiTHUN yIs
BHKOHAHHS 3aBJaHHs, OIIHKA BUTpAT 4acy Ha BHKOHAHHs 3aBIaHHS, HEOOXIJIHICTh B3a€EMOJIl 3 KOPHC-
TyBaueM JIJIsl BUKOHAHHS 3aBJaHHS Ta iH. BUXoAs4M 3 KOHIEMIii KOHTEKCTHO-3AJIGKHUX OOYHCIICHB,
POBITISTHEMO MOJIENbh KOHTEKCTY Y BUIIISAI MHOXKHWHU MapaMerpiB KOHTEKeTy C={c},, KOKEH 3 IKUX MOXE
npuiAMaTd OfHE 3 JEKUIbKOX 3aJaHWX 3HadeHb. [IpukiamaMu mapaMeTpiB KOHTEKCTY MOXYTh OyTH
MOKa3HUKHU anapaTHuX abo MporpaMHUX CEHCOpIB, iHPOpMAIis PO MiCIE3HAXOMKEHHS iHTEIEKTyaIbHOTO
are’Ty B MPOCTOpi, MOTOYHHUN Yac, iH(opMallis PO HAsBHICTH JOCTYITy 10 pecypcy Ta iH. [Ipu npomy B
3aJIeKHOCTI BiJl 00NacTi 3acTOCYBaHHSI IHTENEKTYaJbHOrO areHTy MOXYTh OyTH BHUKOPUCTaHI pi3Hi 3a
CTPYKTYpOIO 1 3mMicToM Mozeni koHTekety [8,10,12]. 3 ypaxyBaHHSIM TOroO, IO B KOXXEH MOMEHT 4Yacy BCi
napamerpu {C}, NpHUUMaIOTh SKiCh 3HAYCHHS, OyIEMO pPO3IVISAATH IPOCTIp KOHTEKCTY (context space)
(S,d), ne S={s} — MHO)KMHaA BEKTOPIB KOHTEKCTY (context vectors), a d — MeTpHKa Ha I[iii MHOXXHUHI (B
3araJlbHOMY BHMIIaJIKy €BKJIiI0Ba), Taka 1o d(s;,sj)=||si—sj||. ¥ Bumaaky OararoareHTHOI cucTemMu [3] MoXHa
JIOMIATKOBO PO3IVISIIATH  CIUIBHUH KOHTEKCT KUIBKOX areHTIB, I BH3HAYEHHS SKOTO HEOOXigHO
3a0e3MevYnTH MOXIIUBICTh 0OMIHY iH(OpMaIIi€ero MiXK HUMH.

B 0CHOBY KOHTEKCTHO-3QJICKHOTO IUTAHYBaHHS MMOKJIAJICHO MPUHIIMIT BiMOBIAHOCTI 3aBAaHHS KOH-
TeKcTy. MaeThcs Ha yBa3i, [0 MK aTpuOyTaMu 3aBJIaHb i 3HAYCHHSMH MapaMeTpiB KOHTEKCTY € MeBHUM
3B’SI30K, SIKUH JIO3BOJISIE PO3PI3HATH 3aBIaHHS 3 TOYKU 30pY IX OUIBIIOI YM MEHIIOI BIAMOBIIHOCTI THM
YMOBaM, B SKHX B JJAHUH MOMEHT 3HaXOIUTHCS IHTENEKTyallbHI areHT. Llell 3’5130k 3pyYHO PEACTaBUTH
y BUDISIII MHOKMHHM TIpaBWJI BIAMOBIAHOCTI 3aBmaHb KoHTeKcTy U={u}.. KoxkHe mpaBmio u omwmcye
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OKpEMHUH acleKT BilMOBITHOCTI 3aBIaHb KOHTEKCTY Y BHIJISII KOMOIHAIIIT 3HAUSHb MapaMeTpiB KOHTEKCTY 3
C Ta BignoBigHOi KoMOiHamii aTpuOyTiB 3aBaanp 3 X. UM Oible MpaBuJl BKa3ylOTh Ha BiAMOBIAHICTH
3aBJaHHS ( BEKTOPY KOHTEKCTY S(t), THM BHTIIHIIIE B JAHMX yMOBaX BHKOHATH II€ 3aBJaHHS paHilIe 3a
iHmMX. Y 0a30BOMy clieHapii po3poOHUK 3aaae HaOip mpaBuia U areHTy mepen movaTkoM Horo poOoTH.
[Ipu oMy BHTIIHO pearizyBaTH MOXIIHMBICTH TOIaNbIIol aganrtanii Habopy npasun U mig crenudiky
BHKOHYBaHHUX arcHTOM 3aBJaHb B IIONEPEAHBO HEBIZOMHX PO3POOHHUKY YMOBax pPOOOTH arcHTYy.
AnantoBaHHMi HaOlp TpaBHUJ BIANOBITHOCTI 3aBJaHb KOHTEKCTY Ha Kpomi t mosHauumo sk UcU.
JlonatkoBo MOXKHa PO3IVISIHYTH I[IKaBY MOXKITUBICTh CaMOCTIHHOTO ()OPMYBAaHHS NpaBWII {U} areHTOM i iX
MepeBipKH B TIPOIIECi BAKOHAHHS 3aBJIaHb (ABTOHOMHE JIOCIIJDKEHHS BIIMOBIHOCT1 3aBJJaHb KOHTEKCTY).
Sk pe3ynbTaT IIaHyBaHHS MTOCTIIOBHOCTI BUKOHAHHS 3aBJjaHb, OyIeMO PO3IJISIIATH BIOPSIKOBAHUH
CHHUCOK (MHOKHMHY) aKTyaJlbHUX 3aBAaHb Qa={q},, 1 <z <n, QocQ. YumM Bulle 3aBIaHHA y CIUCKY Qa,
THUM JIOIUIbHIIIE a00 BHTIIHIIIE HOr0 BUKOHATU B JaHWX yMOBaX (IIOTOYHIM CUTYyaIlil, KOHTEKCTI). Takum
YHMHOM, NpoOJieMa KOHTEKCTHO-3aJIGKHOIO TUIAHYBAaHHS Moisrae y (opMyBaHHI CIHCKY aKTyalbHHX
3apnanb Qa 3 MHOKHHH Q 3rimHO amantoBaHoMy Habopy mpasuit U, BiIIIOBIIHO 710 BEKTOPY KOHTEKCTY S(t).

2. MOIlyJ'II) IJIAaHYBaAHHSA HOCJ’Ii}IOBHOCTi BUKOHAaHHHA 3aBAaHb

Jnst BupilieHass copMylbOBaHOI NMpoOIeMH BHUTIAHO BUIUIUTH B CTPYKTYPl IHTENEKTYalTbHOTO
areHTy OKpeMHIl MOJYJIb KOHTEKCTHO-3aJISKHOTO MJIaHyBaHHA. Y CTPYKTYpi camOro Momyis IIaHyBaHHS
(puc. 1) MOKHA BUJIUTATH TPH OCHOBHI TPYIH OJIOKIB:

1) pobora 3 3aBIaHHSIMH, B TOMY YHCIi JOJaBaHHS/BUIAJICHHS 3aBlaHb, ()OPMYBaHHs HOBHX 3aBJIaHb,
PO3PaxyHOK JUHAMIYHMX MTPIOPUTETIB 3aBJaHb 1, BIACHE, IJIAHYBaHHS MOCTIIOBHOCTI IX BUKOHAHHS,

2) pobOTa 3 KOHTEKCTOM, B TOMY YMCIIi BU3HAYCHHS 3HAYEHb MapaMeTPiB KOHTEKCTY 3a JOIOMOT'0I0
CCHCOPHHUX MIJCUCTEM, a TaKOX NUIIXOM 00’€IHaHHS iH(OpMAIi, 1110 HaIXOAUTh BiJ PI3HUX CEHCOPIB
(sensor fusion), i popMyBaHHSI BEKTOPY KOHTEKCTY S(t), BUXO/SUH 13 3a1aH0i Moieni KoHTekeTy C;

3) BU3HAYCHHS BIANOBIIHOCTI 3aBJaHb KOHTEKCTY, B TOMY YHCJi JOJaBaHHS/BUIAJICHHS IPaBHII
BIJMTOBIIHOCTI, 1 popMyBaHHs agantoBaHOro HaOopy mpaBuia U, IDISIXOM OIHKH e(peKTHBHOCTI POOOTH
IHTEIEKTYalIbHOTO areHTy JUIS 3aJJAHOTO CIMCKY aKTyalbHUX 3aBJIaHb 1 BUKOHAHHS TPOIEypH HaBYaHHS 3
MiAKPITIICHHSIM.

3. [InanyBaHHS NOCTiTOBHOCTI BUKOHAHHS 3aBJaHb

Jnisi KOHTEKCTHO-3aJIKHOTO TUTAHYBAaHHS TTOCIIIOBHOCTI BUKOHAHHS 3aBJIaHh MOXKHA 3aIlpOIIOHY-
BaTH HACTYITHUM alropuT™m (puc.2). lnes anroputMmy momsrae B TOMY, IIO JJIsi KOKHOTO 3aBJaHHS
po3paxoByeThes Woro nuHamidHui mpioputer Py(q), P4(q)e[0,1], micns woro 3aBaaHHS COPTYIOThCS 32
CTaJIaHHAM TIPIOPUTETY, 1 Z MEPIINX 3 HUX MOTPAIUIIOTh B CIHCOK aKTyalbHUX 3aBlaHb Qa. [Ipu npomy
3HA4YCHHS TUHAMIYHOTO TPIOPUTETY 3aJeKHUTh BiJl ABOX BEIWYHH: 1) CTATHYHOTO MPIOPUTETY 3aBJIAHHS
Py(q)=const, Py(q)€[0,1], mo mpu3HadaeThCS B MOMEHT JIOaBaHHS 3aBIaHHS ( B MHOXHUHY Q, 2) cTymeHs
BIIMOBIIHOCTI 3aBAaHHA KOHTeKCTy R(q)>0 3 ypaxyBaHHSM BeKTOpy KoHTekcty s(t). [Ipu 1bomy
JIOIYCKAEThCSL B PSKUMHE 3aIllyCKy aJrOpuTMYy: 1) 3a ()akTOM 3BEpHEHHS IHTENEKTYaJIIbHOTO arcHTy 3a
HOBHM 3aBJIaHHAM, 2) 32 ()aKTOM 3MiHH BEKTOPY KOHTEKCTY. Takox 3 TOYKH 30py (pOpMyBaHHS CITUCKY
aKTyaJIbHUX 3aBJaHb (Qa MOXKHA 3alpOIOHYBAaTH JBa BapiaHTH Mii: 1) B cucok Qa JAOAAIOTHCS TMEpIIi Z
3aBJaHb 3 HAWOUIBIIMM JMHAMIYHUM IPIOPUTETOM; 2) B CHMCOK QA J0JAar0ThCS 3aBAaHHS, TUHAMIYHHIMI
MpIiOpUTET SKUX OUIbIlle 3aJaHOTO IMOPOTOBOTO 3HAUCHHS. BapiaHTH BUKOPHCTAHHS arcHTOM CITUCKY
aKTyalbHUX 3aBlaHb Qa: 1) areHT BUOMpae 3aBIaHHS JUIS BUKOHaHHS 3 Qa 3 HMOBipHicTIO 1/Z, 2) areHT
BuOupae 3 Qa 3aBIaHHA 3 HAWOUIBLIIMM TUHAMIYHAM MpPiOpUTETOM (Ieplie B CIHCKY), 3) KOMOiHAIis
MEpIIOro i APYroro BapiaHTy.
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4. Po3paxyHOK THHAMIYHOI0 NPiOPUTETY 3aBAAHHSHA

JIMHaMI4HUI IPIOPUTET 3aBAaHHS  PO3PAXOBYETHCS 3a (popMyIIoro:

Py(q) = (1 = A(s,m)Py(q) + A(s,n)[R(Q)/(R(q)+1)], (1
ne A(s,n)€[0,1] — cTyniHb BIUIMBY KOHTEKCTHOI 3aJIe)KHOCTI Ha JAMHAMIUYHUHA MPIOPUTET, K (QYHKINS Bix
BEKTOPY KOHTEKCTY S(t) 1 MOTOYHOI KUNBKOCTI 3aBllaHb n. Benmnunuoroo A(s,n) MOXKHA peryiroBaTH CHITY, 3
SIKOIO CTYIIIHBb BIJIIOBIIHOCTI 3aBJaHHS KOHTEKCTY BIUITMBA€E Ha Miclie 3aBAaHHs B criucky Q. Hampukian,
B PO3paxyHKy 3HA4eHHS A(S,1) MOXKHA peaii3yBaTH TaKMH MPUHIUIT: YMM OUIbIIE 3aBaaHb B Q, TUM
OlIbIle BIUIMB KOHTEKCTHOI 3aJI&KHOCT1 Ha TUHAMIYHHN NIPiOpUTET 3aBaaHb. Kpim Toro mist criernudiyaux
BEKTOPIB KOHTEKCTY, SIKi E€KBIBAJEHTHI IEBHUM CKCTPEMAIbHUM YMOBaM poOOTH areHTy, MOXKHa
BCTAHOBJIIOBATU A(S,) B MakCHMajbHe 3Ha4eHHs. OCKIIbKH 3HAUEHHS CTYIEHS BiIIOBIIHOCTI 3aBIaHHS
koHTeKcTy R(q) Moxe mpuitmatu 3HaveHHst R(q)>1, y apyromy nojgaHky (GopMylid BHKOHYETBCS HOTO
HOpMAaJTi3aIlis.

AIITOPUTM PO3paxyHKY AMHAMIYHOT'O MPIOPHTETY (pUC. 3) BUKOHYETHCS HE3AIEKHO JUIS KOXKHOT'O
3apmanHg q 3 Q. TakuM 4YMHOM #Oro mporpaMHa peanizailisi Ma€ BEIHKHUA Pecypc po3MapalielltoBaHHsI.
Cxema pO3paxyHKy JIWHAMIYHOTO NPIOPUTETY 3aBaaHHs (puc.4) TaKOXK JEMOHCTPYE MOXIIHUBICTh
napajienbHOl MPOrpaMHoi peatizallii anroputmy A2.

n(t) s(t) P.(a)
Y { Y
A(s,n) > Py(q)

A

U={u} > U, —  R(q) [ X={x}

Puc. 4. Cxema pospaxynky ounamiuno2o npiopumenty 3a60aHHs

5. BusHaueHHsI BiANOBiIHOCTi 3aBaHb KOHTEKCTY

Jnst BU3HAYEHHSI CTYINEHsS BiIOBIAHOCTI 3aBAaHb KOHTEKCTY BUKOPHCTOBYETHCS MHOXKHHA BCiX

npaBu BignoBigHocTi U={u}. KoxxHe nmpaBuiio u Ma€e TaKUil BUTJISIT

u: if Ty(c) then for all qeQ with T,(x) do R(q)=R(q)+1, 2)
ne Tq(c) — noriunmii Bupa3 (Boolean expression), exeMeHTaMHu SKOT'O € MapH 3HAYEHb BUIY Ci=V; To(X) —
JIOTTYHHHA BHUpPa3, elIEMEHTaMH SKOTO € X. TakKuM YHHOM, SKIO KOMOiHAIlS 3HaYeHb TTapaMeTpiB KOHTEKCTY
T(c) ictuHHa, TO IS BCiX 3aBIaHb, Ui SKUX KomOiHamis atpuOyTiB T,(X) Takoxk ICTHHHA, CTYITiHb
BIJINIOBITHOCTI 3aBJaHHS KOHTEKCTY Oyne 30iIbllieHa HAa ONWHUINO. BHKOPUCTaHHS JIOTIYHUX BHPA3iB B
Ts(c) 1 Ty(x) mo3BOJISIE BiqOOpa3UTH NMPAKTUYHO OYyIb-SIKWH aCIEKT BIAMOBIAHOCTI 3aBJaHb KOHTEKCTY B
Mekax oOpaHoi Mojen KOHTEKCTY Ta 3aJaHoro Habopy aTtpuOyTiB 3aBJaHb. BUKOpHCTaHHS MHOXUHH
aTpubyTiB X N03BOJISIE 337]aBaTH CEMAHTHKY BIMOBITHOCTI 3aBllaHb KOHTEKCTY. Binrak BuOip atpulOyTiB
3aBJlaHb Ta crocid GopMyBaHHS MHOXHHU X € OKPEMHM I[iKaBUM ITHTAHHSIM.

Ines anropuTMy BU3HAUCHHS BiJIIOBIIHOCTI 3aBJaHbh KOHTEKCTY (pHC. 5) MOJISATae B TOMY, IO YHM
OUIBIIIE TIPABHJI U «CIPAIfOBANIO» JJIs 3aBIaHHS (, TUM OLUIbIIOK Oyae HOro CTYIiHb BiAIOBIIHOCTI
KOHTeKCTY. [Ipu 11bOMy /11 BU3HAYCHHS BIAMOBIAHOCTI 3aBlaHb KOHTEKCTY Ha KPOIli t BUKOPUCTOBYETHCS
amantoBaHuii HaOip mpaBmn BianoBimHocti U,cU. Pesymbratom pobotu amroputmy A3 € crymiHb
BIJIMIOBITHOCTI 3aBAaHHs KOHTEKCTY R(q) i KOKHOTO Q.
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/U,Q,n,X,C,m/

v

Zero all values {R(q)},

v

Get context vector s(t)
(determine the values of
context parameters {c},,)

L]

Adapt the set of
rules U — U,

used in step t

‘1

All rules
from U,

applied?

Yes

No

Apply the rule u from U,

No

Yes

There is an
unmarked

q with
Ta(x)=true

Yes

R(q) =R(q) + 1

Mark g

L
v

Array of
R

Puc. 5. Aneopumm éusnauenns 8ionosionocmi
3a60anb Konmexcmy (A3).

/ U, S,(t-1), s(t) /
v

Clear the set U,

]

For each rule:
recalculate the
action value
V@)=V, (a) + afr; - Vi(a)]
for the domain S(t-1)

Y

Determine the domain
S,(t) of the context

space to which the
context vector s(t)
belongs

v

For each rule: choose
action a, for the domain

Sq(t): a, = argmax,[V(a)
+ 0" sqr(In(t)/K(a))]

v

For each selected
action: K..,(a) = K(a) + 1

v

Get the probability
values for applying the
rules {a(u) —p(u)},

Y

For each rule: with
probability p(u) add the
rule to U,

v

/ Ut’ Sd(t) /

Puc. 6. Aneopumm aoanmayii nabopy npaeu
8i0nogionocmi 3a80aneb Konmexcmy (A4).
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6. AnanTanisa Ha0opy NMpaBWJI BiIMOBITHOCTI 3aBAaHb KOHTEKCTY

[IpobneMa KOHTEKCTHO-3aJISKHOTO TUIAHYBaHHS TIOCIHIJIOBHOCTI BHKOHAHHS 3aBJIaHb XapaKTepH-
3YEThCS THM, 1[0 B OUTBIIOCTI BHIAJKIB B POOOTI IHTEIEKTYallbHOrO areHTy MPHCYTHI Bigpasy Killbka
¢akropiB HeBuzHaveHocTi [1]. Lle, B mepury vepry, mornepeaHbo HEBIOMi pO3POOHUKY 30BHIIIHI YMOBH
poOOTH areHTy, B SIKMX BiH (areHT) MJIaHye MOCTiI0BHICTh BUKOHAHHS 3aBAaHb. JlomaTkoBUMH (QaKTopamMu
HEBU3HAUYCHOCTI €: 1) quHaMika 3MiHM MHOXUHHM Q (BHIAJCHHS OMHHUX 1 JOJaBaHHS IHIIMX 3aBAaHb Y
«BUMAJKOB» MOMEHTH 4Yacy); 2) ONepeHbO HEBioMi mapaMerpw 1 aTpuOyTH HOBUX 3aBJaHb, SIKi
nonaroThes B Q; 3) muHaMika 3MiHM MHOXKMHH TpaBuJjI BianoBigHocTi U 3 00Ky 30BHIIIHIX 110 BIHOIICHHIO
JI0 areHTy CYTHOCTEH Ta psJ IHIIMX YMHHHKIB. Brumme (akTopiB HEBU3HAYEHOCTI MOXHA 3MEHIIUTH
NUISIXOM ajanTaiii Habopy npasui BiamosimHocTi U 10 30BHIMIHIX YMOB pOOOTH IHTEIEKTYaIbHOTO areHTy
1 4aCTKOBO JI0 «BHYTPIIIHIX» 3MiH, CHHPAIOYHCh HA OLIHKY e(QeKTHBHOCTI poOoTu areHty. OaHuM 3
HAMOLTBII TIEPCIIEKTUBHUX TIIXO/IB B JAHOMY BUIAJIKY € BUKOPUCTAHHS MAIIMHHOTO HaBYAHHS, 30KpeMa
METOJIB HaBYaHHS 3 MIAKpiIIeHHsM [ 14,15].

VY nmaniii crarTi Juis amanrtailii Ha0opy MPaBHII BiINOBIAHOCTI 3aBJaHb KOHTEKCTY BUKOPHCTaHa CXeMa
HABYaHHA 3 MiJKPIIUIEHHSIM B CTAl[iOHAPHOMY BHITaJKOBOMY CEPEIOBHIINI 3 KOHTEKCTHOK 3aJISKHICTIO
(contextual multi-armed bandit problem) [14]. LI cxema 3aCTOCOBYETBCS OKPEMO JJIsl KOXKHOI'O MpaBHiia U,
TOOTO JJIsl KO)KHOTO TIpaBWJIa U BHUKOHYETHCS CBI NMPUMIPHHUK TPOLEIYpPH HABYAHHS 3 MiAKPITUICHHIM
(Bcboro k mpumipHHKIB). B SKOCTI KOHTEKCTYy Uit BCIX MNPHUMIPHHUKIB TMPOIEAYpPH HaBYaHHS 3
MIJKPIIJICHHSIM PO3DISIAEThCs 3arajbHuii KOHTeKcT C Ta BIiANOBIOHHME mpocTip KoHTekcty (S, d). 3a
JIOTIOMOTOI0 METPHKH ¢ TIPOCTIP KOHTEKCTY pO30UBAETHCS Ha JOMEHH {Sy}m. JlBa BEKTOPU KOHTEKCTY S; Ta
sj IOTPAILISAIOTH B OIMH JIOMEH 33 YMOBH, 1110

d(sis) = s~ i < . p>0. 3)

BenuurHa | BH3HAyae po3Mip OKPEMOro JOMEHY 1 BIIMOBIJAHO 3arajbHY KUIBKICTH JOMEHIB M.
[pouenypa HaBuaHHS 3 WIIKPIMJICHHSM A KOKHOIO TpaBHja U JOJaTKOBO po30uBaeThcss Ha M
MPUMIPHHUKIB 3a KUIBKICTIO JOMEHIB. TaKMM YHMHOM IS KOXKHOTO JAOMEHY Sy Ta IpaBHja U BHKOHYETHCS
CBIlf MPUMIPHUK MPOLIEAYPH HABYAHHS 3 MiJKPIIUICHHSIM (Bchoro kKM MpUMIpHUKIB).

Cxema HaBYaHHS 3 MIAKPIIUICHHSM IIOJIAra€e B HAcTymHOMY (puc. 6). s KoKHOro mnpaBuiia
BIJIMIOBIIHOCTI U BU3HA4YEHO MHOXHUHY Niii A={a} . KoxHa nis a; BU3HAYa€ MMOBIPHICTh 3aCTOCYBaHHS
mpaBwjia u Ha Kpomi t (ToOTO mpaBwio u 3 MHOKMHHM U BinOupaerbcs B MHOxHHY U, Ha kpori t. 3
HMOBIpHICTIO pi(1)):

a;: pi(w) =(G-1)/(L-1),i=1, ..., L. 4)

B sikocTi migkpimieHns 1, 3a BUOip il a, Ha KPoIli t BAKOPHCTOBYETHCS OIIHKA e()eKTHBHOCT1 POOOTH
areHTy, OTpHMaHa JUIsi TOTOYHOTO CIHUCKY aKTyalbHUX 3aBJaHb Qa, cPOpPMOBAHOrO Ha IMiJACTaBi
amantoBaHoro Habopy mpasun U, Bubip aii a; BU3Ha4yae 4acTOTy 3acTOCYBaHHS TpaBWJia U Y Bij-
MOBITHOMY JIOMEHI MpOCTOpY KOHTEKcTy (S, d). BukopucTanHs mpouenypy HaBYaHHS 3 MiAKPITUICHHIM
JI03BOJISIE 3HAXOAWUTH TaKy YacTOTY 3aCTOCYBaHHs MpaBWiia U B JIOMEHI Sy, SKa MaKCHUMI3ye cepeiHe
3HAYCHHS OI[IHKK ePEKTHUBHOCTI pOOOTH areHTy ISt mapH (u,S4).

Y KOKHOMY MNPHMIPHUKY MpOLIENYpH HaBYAHHS 3 MiJKPIIUIEHHSAM Uit KOXHOI oOpanoi mii
nepepaxoByeThes i OI[IHOYHA Bara (action value):

Vii(a) = Vi(a) + afr. - Vi(a)], (%)
ne o = const — Kpok HaB4aHHs, Takuit mo ae(0,1]. s Bubopy HacTYmHOI Jii BUKOPUCTOBYETHCS METOJ
BepxHbo1 oBipuoi Mexi (Upper-Confidence-Bound Action Selection, UCB) [14]:

a, = argmax,[ Vi(a) + ¢ - sqr( In(t) / K¢(a) )], (6)
ne 6> 0 — mapamerp, Sikuii BU3Ha4ae cTyminb gociimkenns (degree of exploration), K(a) — KibKicTh pasis,
Koy OyJ10 00paHo Ao a, Ha MOMEHT Yacy t.

Cxema po0OTH MpoIeypy HaBYaHHS 3 MIIKPIIIEHHAM (pHc. 7), peaii3oBaHa B MPOTOTUITI MOMYJIS
TUTAHYBaHHS TIOCIIIOBHOCTI BHKOHAHHS 3aBJaHb, JIO3BOJSIE BHKOPHCTOBYBATH JIEKOMIIO3HUINIIO JaHUX
(Sqi:{V(a)}) 1 pynkuionaneHy nekommosutiro ([select S4], [argmax], [calculate V(a)]) nns posnapanento-
BaHHS BIAMOBIIHUX O0YHCIIECHbD.
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s(t) p(u) ri
y i v
_ " _ .| calculate |
select Sy > St > argmax ™ G "1 V(@)
JH\...* AA. . A AAd. .. A
| I
I I I I
de Sd,2 Sd,M
{V(a)k {V(a)k {V(a)

Puc. 7. Cxema pobomu npoyedypu Hasuanus 3 NiOKPINJIeHHAM

BucHoeku

PosristHyTO npobieMy KOHTEKCTHO-3aJIeKHOT0 MIaHYBaHHS MOCTiJOBHOCTI BUKOHAHHS HE3AICKHUX
abo c1aboroB’s13aHNX 3aBJaHb IHTENEKTYaIbHUM areHToM. [IpoaHami3oBaHO MPHHIUIT BiINOBIIHOCTI 3a-
BJIAHHS KOHTEKCTY. 3alpONOHOBAaHO CTPYKTYPY MOJIYJS KOHTEKCTHO-3AJICKHOTO TUIAHYBAaHHS ITOCIIIOB-
HOCT1 BUKOHAHHS 3aBJ[aHb Y CKJIa/Ii IHTEIEKTYyaIbHOTO areHTy Ta ajrOPUTM HOro poOoTH.

Takox B CTaTTi 3allPONOHOBAHO AJTOPHTM PO3PAXYHKY JAWHAMIYHOTO MPIOPUTETY 3aBlIaHHS, aJro-
PUTM BH3HAYCHHS BIAMOBIIHOCTI 3aBAaHHS KOHTEKCTY 1 aJrOPUTM ajamnTallii HaOopy MpaBWJ BiImOBij-
HOCTI 3aBJlaHb KOHTCKCTY Ha OCHOBI HaBUaHHS 3 IMIJKPIIJICHHSIM B CTaIllOHAPHOMY BHITaJIKOBOMY CEPEI0-
BHIIl 3 KOHTEKCTHOIO 3aliekHicTIO (contextual multi-armed bandit problem). 3ampornoHoBaHO cXeMy
pOoOOTH MpOIIeypH HABYAHHS 3 MiJKPIIUICHHIM, PeaTi3oBaHy B MPOTOTHITI MOAYJIS KOHTEKCTHO-3aJIEKHOT'0
IJIAaHYBaHHS TOCIIOBHOCTI BUKOHAHHS 3aBAaHb IHTEICKTyalbHMM areHToM. OTpuMaHi pe3yabTaTH MO-
XKyTh OyTH y3aralbHEeHI Ha BHIAJOK TUIAHYBaHHS ITOCITIIOBHOCTI BUKOHAHHS 3aBJaHb 0araToarcHTHOIO
CHCTEMOIO, B TOMY YHCIIi 3 YpaXyBaHHSM PO3IOILTY OKPEMHUX 3aBJIaHb MIXK ar€HTaMU.
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The problem of context-aware task sequence planning for independent or weakly related tasks by
an intelligent agent has been considered. The principle of matching the task to the context is analyzed.
The structure of the context-aware task sequence planning module as part of an intelligent agent and the
corresponding algorithm are proposed. In the structure of the planning module, three main groups of
blocks are implemented: operations with tasks, operations with the context, determining the relevance of
tasks to the context.

The article also proposes an algorithm for calculating the dynamic priority of a task, an algorithm
for determining the relevance of a task to the context, and an algorithm for adapting a set of rules for
matching the task to the context. The value of the dynamic priority depends on the static priority of the
task, which is assigned when a new task is added, and the degree of correspondence of the task to the
context, taking into account the context vector. Two modes of starting the planning algorithm are
allowed: when the intelligent agent requests a new task and when the context vector changes. The
dynamic priority calculation algorithm is performed independently for each task. As a result, its software
implementation has a large parallelization resource.

To adapt the set of rules for matching tasks to the context, a scheme of reinforcement learning in a
contextual multi-armed bandit was used. For each matching rule, a separate instance of the
reinforcement learning procedure is performed. The reinforcement learning method used in the article is
Upper-Confidence-Bound Action Selection. The functional scheme of the reinforcement learning
procedure, implemented in the prototype of the context-aware task sequence planning module has been
proposed. The functional scheme of the reinforcement learning procedure allows the use of data
decomposition and functional decomposition to parallelize the corresponding calculations.

Key words: context awareness, intelligent agent, task sequence planning.



