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Nowadays, many cities all over the world suffer from noise pollution. Noise is an invisible danger
that can cause health problems for both people and wildlife. Therefore, it is essential to estimate the
environmental noise level and implement corrective measures. There are a number of noise
identification techniques, and the choice of the most appropriate technique depends upon the
information required and its application. Analyzing audio data requires three key aspects to be
considered such as time period, amplitude, and frequency. Based on the above parameters, the source
of noise can be identified.

This research paper suggests the utilization of artificial intelligence and machine learning
algorithms for the traffic noise detection process. Computational methods are the fastest and most
innovative way to analyze raw data sets and predict results. Identifying patterns in these methods
requires a large amount of data and computing power. Machine learning models can be trained using
three types of data: experimental sound libraries, audio datasets purchased from data providers, and
data collected by domain experts. In the scope of the study, an experimental dataset was used to train
a model that predicts the correct outcomes based on the inputs, using supervised learning. Developing
an accurate model requires high-quality data input. However, incorrect data collection can cause noise
in feature sets, as can human error or instrument error. Traffic sound events in the real environment
do not usually occur in isolation but tend to have a significant overlap with other sound events. A part
of this paper is dedicated to the problems that may arise during traffic noise detection, like incorrect
data processing and data collection. It also discusses the ways to improve the quality of the input data.
The study also states that the field of transport noise detection would greatly benefit from the
development of a centralized railway database based on constructive railroad data, and from a
centralized database with railway-specific datasets. Based on preliminary results of traffic noise
analysis, modernization of the tram lines was proposed to reduce the environmental noise.
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INTRODUCTION

Most major cities around the world suffer from noise pollution caused by vehicular traffic. Noise is
defined as a disturbing, unwanted or unpleasant sound that has a significant impact on the quality of life. For
a healthy noise-free environment, it is therefore essential to have an accurate and reliable method of
estimating vehicular traffic noise.

Today, we have Al and machine learning to extract insights, inaudible to human ears, from speech,
voices, snoring, music, industrial and traffic noise, and other types of acoustic signals. Audio analysis is
transforming, exploring, and interpreting acoustic signals recorded by digital devices. It uses a variety of
technologies, including state-of-the-art deep learning algorithms, in order to understand sound data. The
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application of audio analysis has already gained widespread acceptance in a variety of industries, including
entertainment, healthcare, and manufacturing.

Environmental sound recognition focuses on the identification of noises around us, promising a
bunch of advantages for the automotive and manufacturing industries. It’s vital for understanding the context
of 10T applications. Audio data represents analog sounds in digital form, preserving the main properties of
the original. As we know from school lessons in physics, sound is a wave of vibrations travelling through a
medium like air or water and finally reaching our ears. Analyzing audio data requires three key aspects to be
considered such as time period, amplitude, and frequency.

The time period is how long a certain sound lasts or, in other words, how many seconds it takes to
complete one cycle of vibrations.

Amplitude is defined as the amount of sound intensity (measured in decibels) that we perceive as
loudness. Rhythmic vibrations per second are referred to as frequency and are measured in Hertz (Hz). The
frequency of people's behavior is expressed as a low or high pitch.

Pitch is a subjective criterion, whereas frequency is an objective criterion. The hearing range of a
human is between 20 and 20.000 Hz.

Scientists claim that most people perceive as low pitch all sounds below 500 Hz — like a plane engine
roar. Keep in mind that pitch is considered by humans at 2,000 Hz and higher.

Audio data file formats in general are unstructured data, like texts and images, which means they are
not arranged in rows and columns. Alternatively, audio can be stored in the following formats:

e WAV or WAVE (Waveform Audio File Format) was developed by Microsoft and IBM. Particular
formats leave the original sound recording uncompressed,;

AIFF (Audio Interchange File Format) format which allows to proceed uncompressed audio;
FLAC (Free Lossless Audio Codec) — format that allow to be compressed without losing sound
quality. Was created by the Xiph.Org Foundation [2];

e MP3 (MPEG-1 audio layer 3) was developed by the Fraunhofer Society in Germany and is supported
globally. It's the most popular file format since it allows music to be transferred back and forth
between portable devices and computers. Though MP3 compresses audio, it still offers acceptable
sound quality [2].

Audio data transformation:

e waveform is a visual representation of an audio signal that reflects an amplitude and its changes over
a defined period of time. The horizontal (X) axis reflects the time and vertical (Y) - the amplitude. However,
it doesn’t indicate audio wave frequencies [1, 2];
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Fig 1. Simple waveform

e spectrum or spectral plot, on the other hand, represents frequencies of the sound wave on the X-axis
and its amplitude on the Y-axis. Though this type of sound data visualization enables us to analyze frequency
content, but misses the time component [1, 11];
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Fig 2. Spectrum plot

e spectrogram is a visual representation of a signal that covers all three characteristics of sound. The
time is shown on the X-axis, frequencies on the Y-axis, and amplitude can be differed by color. The louder
the event the brighter the color. When audio wave is silent, it is colored in black. Having three dimensions
of the audio wave on one graph is very convenient as we may analyze the frequencies changes over time,
amplitude, and spot various patterns and problem areas (like noises) on the visual graph [1, 14];
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Fig 3. Spectrogram

) mel spectrogram is defined as a type of spectrogram based on the mel scale that
describes how people perceive sound characteristics. On this spectrogram values in Hertz are
converted into the mel scale, incorporates the unique feature of human hearing. Human ear can
distinguish low frequencies better than high frequencies. Try to play tones from 500 to 1000 Hz
and then from 10,000 to 10,500 Hz. Though the frequency rages are the same, the former
frequency range would seem much broader than the latter. This spectrogram is widely used in
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° music, for genre classification, instrument detection in songs, and human speech
emotion recognition. [1, 12];
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Fig 4. Mel Spectrogram

e Fourier transform (FT) is a mathematical function that decomposes a signal into frequency
components, in other words, into spikes of different amplitudes and frequencies. FT is used to convert
waveforms into spectrum plots, which allows to check the same signal from a different angle and perform
frequency analysis. Fourier transform can be used to understand signals and troubleshoot errors in them
[1,15].

e Fast Fourier Transform (FFT) is the algorithm developed for computing the described above Fourier
transform [1,13].

time

Fig 5. View of a signal in the time and frequency domain
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MACHINE LEARNING NOISE DETECTION MODELING

Machine learning (ML) is a computational tool trained to automatically solve a problem instead of
explicitly programming the rules. Mathematically formalized statistical models attempt to approximate the
behavior of phenomena. There is a dataset available, and inputs and outputs are known in supervised
learning.

ML's main goal is supervised learning with input-output data sets. The task is to use this dataset to
train a model that predicts the correct outcomes based on the inputs. The image below presents the workflow
to train a model using supervised learning [3].
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Fig 6. Generic ML methodology model

Figure 6 illustrates a generic methodology model, using which we can be guided through the noise
detection process. Artificial intelligence algorithms may provide a model based on newly collected data as a
starting point for ML algorithms. This model is then used as a starting point for ML algorithms that are then
applied to the data. Afterwards, the algorithm finalizes the prediction result. Being engaged by endless
columns of incoming data may allow us to see the calculated results. Computational methods are the fastest
and most innovative way to analyze raw data sets and predict results.

Incorrect data collection can cause noise in feature sets, as can human error or instrument error.
Examples of anomalies in training ML with Al here are missing values, outliers, and wrong/inconsistent
formats. This is not a biconditional relationship though. Even though these effects may be caused by incorrect
collection and therefore be interpreted as noise, they may also be representative of real behavior-likely
exceptions-and thus be viewed as signals.

When performing exploratory data analysis, it is imperative to keep this in mind. Both interpretations
could have major implications for the model's effectiveness, so you shouldn't rush to accept either.

Incorrect processing also contributes to feature set noise. The problem can either result from too much
filtering, which alters the true distribution of data, or from not enough filtering, which produces irrelevant
signals that confuse model learning.

A last source of noise comes from attacks, where ill-intentioned actors add intentional noise to data so
they can manipulate what the model learns and, in turn, bias predictions.
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Fig. 7. Tram noise processing by Al

Sound analysis software automates all of these tasks, in most cases, by supporting the following
operations:

Import audio data
Add annotations (labels).
Edit recordings and split them into pieces.
Remove noise.
Signal conversion to visual representation (waveforms, spectrum plots, spectrograms, mel
spectrograms).
e Do preprocessing operations.
e Analyze time and frequency content.
e Extract sound features and more.
Now that we have a basic understanding of sound data, let’s take a closer look at the key stages of an
end-to-end audio analysis project.

1. Access standard file formats containing audio data specific to a project.

2. Utilize software tools to prepare data for your machine learning project

3. The extraction of audio features from a visual representation of a sound file.

4. Training the machine learning model on audio features.

Machine learning models can be trained using three types of data: free sound libraries, audio datasets
purchased from data providers, and data collected by domain experts.

On the Net, there is an abundance of datasets, but what we cannot control is the quality and quantity
of data, and how it is recorded.

Voice recordings, environment sounds, noises, and honestly everything you can think of can be found
at sources like Freesound and BigSoundBank. There is the soundscape of applause, and the set with
skateboard sounds, for example.

Specifically, sound libraries aren't designed for machine learning projects. In this particular case, we
put additional pressure on completion, labelling, and quality control. In this particular case, we additionally
put pressure by setting completion, labelling, and quality control.

Audio datasets, however, are created with particular machine-learning tasks in mind. During
bioacoustics monitoring projects, the Machine Listening Lab collected more than 7,000 excerpts for its Bird
Audio Detection dataset. This dataset contains 2,000 tagged audio recordings, including the ESC-50:
Environmental Sound Classification dataset. There are fifty semantic classes categorized into five categories,
each of which is 5 seconds long.

A large collection of audio data is available through Google's AudioSet service. This collection
consists of over 2 million human-labelled 10-second sound clips from YouTube videos. Six hundred and
thirty-two classes are covered in the dataset, ranging from music and speech to splinters and toothbrush
noises.
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COMMERCIAL AND EXPERT DATASETS
The data integrity of commercial audio sets for machine learning is better than that of free ones. Our

knowledge of ProSoundEffects selling datasets will help us train models for speech recognition,
environmental sound classification, audio source separation, and other applications. In total, the company
has 357,000 files recorded by experts in film sound and classified into 500+ categories.

But what if the sound data you’re looking for seems too specific or rare. What if you need full control
of recording and labelling. Well, then better do it in partnership with reliable specialists from the same
industry as your machine learning project.

A dataset such as this was obtained by taking experimental measurements from around the world
and combining them with measurements from our side. This is because scientists monitor the noise tram to
identify healthy noise vibration patterns. As a result, we prepared a labelled data set with about 12,000
samples of tram sound. This data set would help us in our upcoming paper to define sound prediction with
the help of Al

Besides enriching data with meaningful tags, we have to preprocess sound data to achieve better
prediction accuracy. Here are the most basic steps for speech recognition and sound classification projects.

Sound is cut into short segments (frames) of the same length (usually 20-40 ms) for further segment-
wise processing.

By using spectral leakage minimization, audio processing can minimize frequency smearing and
amplitude distortion. There are several window functions (Hamming, Hanning, Flat Top, etc) applied to
different types of signals, though the Hanning variation works well in 95 % of cases.

A window preserves the average value by reducing or smoothing its amplitude at the beginning and
end of each frame.

Preprocessed audio data is visualized to produce audio features or descriptors, which may be
categorized into one of three major domains:

e The time domain is represented by waveforms
e The frequency domain is represented by spectrum plots
e Spectrograms represent the time and frequency domain.

Mhablionc

Fig. 8. Audio data visualization: waveform for time domain, spectrum for frequency domain, and
spectrogram for time-and-frequency domain

The spectrogram is a visual representation of sound that combines both time and frequency
components. You can get a spectrogram from a waveform by applying the short-time Fourier transform [1].

Many features can be found in the time-frequency domain, including the mel-frequency spectral
coefficients (MFCCs). Due to their sensitivity to human hearing, they are based on the mel scale and the mel
spectrograms.
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Speech and voice recognition systems were the first applications of MFCCs, and it's not surprising
that they are still used today. As well as music processing, they can also be used for acoustic diagnostics,
including detecting snoring.

Based on the solution generated by ML plus Al mix, we can obtain the following results. By
analyzing raw data sets, we can verify the noise plot by spectral and amplitude analyses. Then we must
implement the Overlap-Add (OLA) method which prevents the loss of vital information due to windowing
[4]. OLA allows 30-50 % overlap between adjacent frames, allowing them to be modified without distortion.
Thus, the affected subject takes the form of a random sound pressure pattern. In the case of vibration
propagation, it is a very similar issue, where mechanical vibration from the source of vibration moves
through the geological environment. This process of vibration propagation is referred to as technical
seismicity and is caused by traffic. As a result, the vehicle fleet is being modernized, and thus unfavorable
noise and vibration emissions are being reduced. However, this process is slow and needs to be accelerated
to increase efficiency over time. Replacing all vehicles is very expensive and environmentally unfriendly.
Therefore, it is necessary to address the second influencing factor, and that is the technical condition of the
tram line [4]. Modernizing the tram line involves not only reducing noise and vibration emissions but also
degrading the materials of the tram components.

Conclusion

The main conclusion that can be drawn is that noise recognition, as a vital part of a healthy noise-
free environment, can be measured using machine learning and artificial intelligence technologies. In the
scope of this study the Al tram noise processing model was developed, and key stages of end-to-end audio
analysis were described. Artificial intelligence algorithms provide a model based on newly collected data as
a starting point for ML algorithms. One of the main concerns that was highlighted in this study is the quality
of input datasets. Machine learning models can be trained using three types of data: free sound libraries,
audio datasets purchased from data providers, and data collected by domain experts. A centralized unified
database with railway-specific datasets would greatly contribute to the conducting of research in this area.
Additionally, further investigation of the existing datasets would be required to understand their size, quality,
and applicability in additional detail.
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Tipauuo-Mertanypriiina akagemis imeni Cranicnasa Crammng B Kpakosi, Ilonsma

AHAJII3 METOJIB LITYYHOT' O IHTEJIEKTY Ui BUABJIEHHSA HITYMY BI/{
PYXY PEMKOBOI'O TPAHCIIOPTY
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Cporoani 0arato mict y BCbOMY CBIiTI cTpaaanTh Big mymMoBoro 3a0pyaHenHns. Idym - me
HEBUJIUMA HeOe3MeKa, sika MOKe CIOPUYMHMTH MpPodjemMu 3i 30pOB'sSIM sIK JIoAel, Tak i JAUKOI
npupoau. Tomy BakIuBO OUIHUTH pPiBeHb LHIYMY B HABKOJIUIIHBOMY CepeJOBHUILI Ta 3aNPOBAAUTH
KOpPUTYBaJIbHI 3axoau. IcHye Kilbka MeToaiB inenTugikanii nrymy, i Bubip Haii0iism BixmoBignoro
MeTOAy 3aJiesKUTh Bil HeoOxiaHoi iHdopmanii Ta ii 3acTocyBaHHA. AHAJI3 aydioqaHUX BHUMArae
BPaxyBaHHS TPbOX KJIOYOBHUX ACIEKTIiB, TAKUX fIK Mepioa yacy, amiityaa ta yacrora. Ha migcrasi
3a3HaYeHUX MapaMeTpPiB MOKHA BUSHAYUTH J5KepesIo HIyMy.

VY niil gocaigHMIBKIH CTATTI NMPONOHYETHCH BHKOPMCTOBYBATH INTYYHHMH iHTEJIEKT i aJropuTM
MAIIMHHOIO0 HABYAHHA AJd Tpolecy BHUABJEHHS IIyMY [0 BHAAa€ TpaHcnopT. OfumciaoBaiIbHI
MeTOAM € HAHIBUAIIUM i HalliHHOBaUIiHIIMM cnioco0oM aHami3y HeoOpoOJeHnX Ha0OpiB JaHUX i
NMPOTHO3YBaHHSl Pe3yJabTaTiB. Y IHUX METOAAX NMOTPiOeH BeJHKHH 00CAr AaHMX i 00YHMCIIOBAJILHA
NMOTY:KHicTh 1A ifeHTu(dikanii madaonis. Mogejqi MAIIMHHOIO HABYAHHS MOKHA HABYNTH,
BHKOPHMCTOBYIOYM TPH THIIM JaHUX: 0e3KOIITOBHI 3BYKOBi 0i0;1ioTekn, Ha0opu ayaionaHux npuaAdaHi
B MNOCTAYAIBHUKIB JaHHMX, i pgaHi, 3i0paHi excmepramMm [goMeHy. Y paMKax JOCTiAKeHHSI
eKCIepUMEeHTAIbHUI Ha0ip 3BYKOBHUX JaHWX BHKOPHCTOBYBaBCHA [Jisi HAaBYaHHA Mojgendi, sika
nepeadavyae NpaBWIbHI pe3yJIbTATH HA OCHOBI BXiZHHMX JaHMX, BHKOPHCTOBYIOYH KOHTPOJILOBAaHE
HaBuYaHHs. Po3pobieHa Mogenb BMMAara€e sIKiCHMX AaHUX AJIS OTPUMAHHSA TOYHOIO pe3yJbTaTy.
OnHak HenmpaBWILHUM 30ip JaHUX MOsKe CIPUYMHUTH IIYM Y Ha0opax JaHMX, SIK i TIOACBKA MOMUJIKA
YM NMOMMJIKA NpUiIagy. 3BYKOBi MOAii TOPOKHBOT0 PyXy B peajilbHOMY CepefOBHINI 3a3BM4Yail He
BiI0yBaOThCs i301b0BAHO, 2 MAIOTh TeHAEHIIiI0 HaKJagaTHCA Ha iHmi moxii. YacTtuna uiei crarri
NpHCcBAYEHA MPodJIeMaM, AKi MOKYTh BUHHKHYTH I/l 4ac BUSIBJICHHS IIYMY TPAHCIIOPTY, HANPUKJIA/
HenpaBMJIbHINA 00po0ui Ta 300py 1aHMX, a TAKOXK CMOC00aM MOKPAalleHHs AKOCTi BXiTHUX JaHMX. Y


https://scholar.google.com/scholar_lookup?title=Community+Response+to+Multiple+Sound+Sources:+Integrating+Acoustic+and+Contextual+Approaches+in+the+Analysis&author=Lercher,+P.&author=De+Coensel,+B.&author=Dekonink,+L.&author=Botteldooren,+D.&publication_year=2017&journal=Int.+J.+Environ.+Res.+Public+Health&volume=14&pages=663&doi=10.3390/ijerph14060663&pmid=28632198
https://doi.org/10.3390/ijerph14060663
https://www.ncbi.nlm.nih.gov/pubmed/28632198
https://www.mdpi.com/1660-4601/14/6/663/pdf
https://scholar.google.com/scholar_lookup?title=A+Case+Study+of+Dynamic+Response+Analysis+and+Safety+Assessment+for+a+Suspended+Monorail+System&author=Bao,+Y.&author=Li,+Y.&author=Ding,+J.&publication_year=2016&journal=Int.+J.+Environ.+Res.+Public+Health&volume=13&pages=1121&doi=10.3390/ijerph13111121&pmid=27834923
https://doi.org/10.3390/ijerph13111121
https://www.ncbi.nlm.nih.gov/pubmed/27834923
http://dx.doi.org/10.3390/infrastructures6100136
https://www.researchgate.net/publication/project/RAILS-Roadmaps-for-AI-integration-in-the-raiL-Sector-EU-Horizon-2020-Shift2Rail-JU
https://www.researchgate.net/publication/project/RAILS-Roadmaps-for-AI-integration-in-the-raiL-Sector-EU-Horizon-2020-Shift2Rail-JU

116 M. Melnyk, Pytel K., M. Orynchak, V. Tomyuk, V. Havran

HOCTIIKEHHI TAKOXK CTBEPIKYETHCS, 110 BHUSBJIEHHIO TPAHCHOPTHOIO LIYMY 3HAYHO NOCHPUSE
PO3po0dKa HeHTPAJTi30BaHOoi 0231 JaHUX 3aJI3HUIb HA 0CHOBI KOHCTPYKTUBHHUX JAHUX MPO 3aJ1i3HUIII0
Ta HEHTPATi30BaHOI 0231 JaHMX i3 ceniaabHUMU HaGopaMu qanux 3aJaisnuni. Ha ocHoBi oTpumanux
pe3yJbTaTiB aHANi3y WIYMY TPAHCHOPTHOIO pyxy Oy/j0 BHSIBJIEHO HeOOXiIHicTb B MojaepHizauii
TpaMBaiiHUX UIIAXIB A 3MEeHIIEHHA IIyMY.

Kurouosi ciioBa: 3Byk, Al, 10T, python, peiikoBuii TpaHCIOPT, MAIIIMHHE HABYAHHSI.



