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Abstract

With the rapid growth of wind energy production worldwide, the Wind Power Forecast (WPF) will play an
increasingly important role in the operation of electricity systems and electricity markets. The article presents an
overview of modern methods and tools for forecasting the generation of electricity by wind farms. Particular attention
is paid to the intelligent approaches. The article considers the issues of preparation and use of data for such forecasts.
It presents the example of a forecasting system based on neural networks, proposed by the authors of the paper. Wind
energy has a great future all over the world and in Ukraine as well. Therefore, the study conducted by the authors is
relevant.
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1. Wind power forecasting: state of the art

By the end of 2018, the existing wind farms in Ukraine had a total capacity of approximately 700 MW. In 2019,
it was planned to build new wind farms with a total capacity of about 1 GW. Unfortunately, the pandemic and
military events did it impossible to implement these plans in Ukraine. However, despite all today's problems, there is
a great future for wind energy all over the world and in Ukraine. Therefore, forecasting the generation of electricity
by wind farms will be relevant in Ukraine in the near future. Let us consider the main approaches to solving this
problem.

Over the past two decades, many models, systems and projects dedicated to solving the problem of predicting the
generation of energy by wind farms have appeared. The total number of publications focusing on WPF issues is very
large. Let us consider the materials of one of the latest reviews of 2020 [1] and the report of 2009 [2].

In paper [1], a systematic review of modern approaches to wind power forecasting (WPF) was carried out, taking
into account physical, statistical (time series and artificial neural networks) and hybrid methods, including factors that
affect the accuracy and time of calculations in predictive modelling efforts. In addition, this study provided guidance
for screening the wind power forecasting process, allowing wind turbine/farm operators to determine the most
appropriate forecasting methods based on time horizons, input characteristics, computation time, measurement
errors, etc.

Modern forecasting methods can be divided into two main groups. The first group is called a physical approach
and focuses on describing the wind flow around and inside the wind farm. The second group is a statistical approach,
which consists in modelling the relationship between meteorological forecasts, historical measurements and
generation output using statistical models with parameters estimated from data without taking into account any
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physical phenomena. There are some WPF systems that combine the two approaches in order to combine the benefits
of both approaches and thus improve predictions.

1.1. Physical approach

Numerical Weather Prediction (NWP) forecasts are provided by the global model to several grid nodes covering
an area. For a more detailed characterization of the weather variables at the wind farm, an extrapolation of forecasts is
necessary. The physical approach uses several submodels, which together provide a transformation of the wind
forecast at a certain grid point and a model level into the power forecast at the site under consideration and at the
height of a turbine hub. Each submodel contains a mathematical description of the physical processes associated with
this transformation. The two main steps are downscaling and conversion to power, as shown in Fig.1.
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Fig.1. Main steps of the physical approach.

1.2. Statistical approach

An alternative approach is the statistical one (Fig.2). The statistical approach is easier to model and inexpensive. It
is intended for short-term periods, and as the estimation time increases, the accuracy of its prediction decreases. Major
developments in statistical approaches to wind power forecasting focus on the use of multiple weather forecasts
(ensembles) as a combination of input parameters and forecast. This approach can combine input data such as NWP
speed, direction, temperature, etc. together with operational measurements such as wind strength, speed, direction and
others. With these models, it is possible to directly estimate regional wind energy from input parameters.

A Statistical Model block (Fig.2) may include one or more statistical linear and non-linear models of different
types. Some of them are so-called "black box" models. These types of models include the artificial intelligence based
models such as neural networks (NNs) and support vector machines (SVMs). As it was shown in paper [3], ensemble,
hybrid and single methods are used very often for predictions, including machine learning (ML) solutions like
Gradient-Boosted Trees (GBT), Random Forest (RF), Multi-Layer Perceptron (MLP), Long Short-Term Memory
(LSTM), K-Nearest Neighbours Regression (KNNR) and Support Vector Regression (SVR).

As authors emphasize in [4], accurate prediction of wind speed and wind power is recognized as an essential part in
implementing energy balance and scheduling power generation. In recent years, various wind energy forecasting models
have been successfully proposed. Among them, intelligent models have an irreplaceable dominance and have tremendous
potential due to their accuracy and robustness. This paper gives a broad literature survey of the intelligent predictors in the
field of wind energy forecasting, including four types of shallow predictors (artificial neural network, extreme learning
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machine, support vector machine and fuzzy logic model) and four types of deep learning-based predictors (autoencoder,
restricted Boltzmann machine, convolutional neural network, and recurrent neural network). Their theoretical backgrounds,
applications, merits and limitations are thoroughly discussed. Then, two commonly used auxiliary methods for hybrid
intelligent models are reviewed, i.e., ensemble learning and metaheuristic optimization. The ensemble learning models are
categorized by the sources of diversity and ensemble strategies. According to the specific optimized objects, the
metaheuristic optimization algorithms are classified into two groups. Moreover, the general process of metaheuristic
optimization and differences between single-objective and multi-objective algorithms are also clarified. A group of
representative models is summarized to show the frameworks of mainstream predictive models in artificial intelligence.
Finally, this paper gives three possible development directions of wind energy forecasting for subsequent research.
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Fig.2. Main steps of the statistical approach.

As the authors of the paper [5] note, wind energy always faces uncertainty because of fluctuations in wind speed.
Accurate forecasts of wind power generation are important for large power grid operation. This paper presents a
hybrid neural network with high learning capacity for predicting wind power generation 24 hours ahead. This new
method is based on Convolutional Neural Network (CNN). The simulation has used the actual wind power generation
measured at a wind farm. The proposed method is implemented using the TensorFlow and Keras libraries.

There are a number of works that use combinations of different types of models in one forecasting system. For
example, in [6] a wind power forecasting system for several hours ahead was proposed, which includes a physical
model, a multi-criteria decision scheme and two artificial intelligence models. Namely, two Adaptive Neuro-Fuzzy
Inference System (ANFIS) models were used to adjust the wind speed forecasts and define a power curve model that
converts the improved wind speed forecasts into wind strength forecasts. Using a set of historical wind data from a
wind farm in China, it was demonstrated that the WRF-TOPSIS-ANFIS model provides good wind speed and power
predictions for time horizons from 30 minutes to 24 hours.

It should be noted that the quality of a forecast in any area always depends on the quality of the available data
used for this forecast. The wind energy forecast is usually carried out on the basis of SCADA systems data. The aim
of [7] is to develop a forecasting method by interpreting SCADA data collected from wind turbines, which have
already been collected, but have been ignored for a long time due to the lack of appropriate data interpretation tools.
The main contributions of this work are: firstly, to develop an efficient method for processing raw SCADA data;
secondly, to propose an alternative method of condition monitoring based on the study of the relationships between
the relevant SCADA data; and thirdly, to quantify the state of the turbine under various operating conditions.

2. Solving the problem of predicting energy generation by a wind farm

The authors propose for consideration the solution of the problem of forecasting the generation of electricity by
means of the artificial neural network (ANN) based on a specific example [8].

2.1. Data preparation for forecasting

First of all, it was necessary to find and analyse the historical data of the operation of a real wind station over a
long period of time (from one year), as well as to collect historical data from the nearest weather station. Since it was
difficult to find data on wind energy in Ukraine, data from one of the Turkish wind farms was used to train the ANN,
which were in an accessible SCADA system and contained information for 2018 with a fixation interval of
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10 minutes. The nearest weather station to the wind power station was determined to obtain historical weather
forecast data in the region for 2018.

One of the main problems in the field of Machine Learning is to process and interpret a data set for training. This

process includes:

o Data analysis, cleaning and filtering, as well as determining influencing factors;

o Reduction of "raw" data to a format suitable for learning by ANN.

At the beginning of the work, the data on the wind power station had the form of a table in Fig.3.
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Fig.3. Raw data received from the SCADA system for the period of 2018.
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The data set in our case is in CSV file and contains a table with 5 columns and 50530 records. The time interval
between recordings is 10 minutes. The data are “raw” and require processing and exclusion of insignificant factors
from consideration. In this case, you should be especially careful. For example, at first glance, the theoretical power is
not used for prediction, since the real power of the wind power station at the particular time is already known,
calculated for the known wind speed and direction at the current time. However, if further comparative analysis is
carried out, new useful factors for prediction can be established based on the value of theoretical power. Pre-
processing of raw data was carried out and primary data analysis was performed. To visualize the behaviour of the
predicted indicators, comparative diagrams were built (Fig.4 and Fig.5).
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Fig.4. Theoretical and actual average wind station power for different wind directions.
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Fig.5. Theoretical and actual amount of the wind station’s energy produced for different wind directions.

From the analysis of the diagrams mentioned, it can be concluded that the highest power of the wind station is
achieved in the presence of south and southwest winds, however, the wind power station generates the largest amount
of electricity in the presence of east-north and north-east winds.

In turn, the historical weather forecast data in the region contains such parameters as forecast time, air temperature,
wind speed, wind direction, air humidity, atmospheric pressure, visibility. These data also require pre-processing.

2.2. Using a neural network to solve the forecasting problem

After preliminary processing of all data, the resulting dataset was used as a training set for the created feed-
forward neural network. The forecast for the every next 8-hour period was based on the data for the previous 8 hours.
Upon completion of the ANN training process, sufficiently accurate forecasting results were obtained that provide the
target values of the generated electricity. The forecasting accuracy was about 87%. Therefore, there was no need to
use more complex models in the form of convolutional or recurrent neural networks, as demonstrated in a number of
publications. In addition, based on the obtained graphs illustrating the learning process, the optimal number of
neurons in the layers and the number of required epochs were determined. Thus, a quite acceptable ANN model was
obtained for a short-term forecast of electricity generation by the particular wind farm.

3. Conclusion

The authors of the work reviewed a number of publications and reports on the problem of forecasting the generation
of electricity by wind farms. Hundreds of papers are dedicated to the consideration, analysis and comparison of various
approaches, mostly intelligent ones, for solving the problem of forecasting. We emphasize the importance of pre-
processing of raw data, usually supplied by SCADA systems and weather stations. It is clear that the quality of these data
may be low. As shown in the work, good data pre-processing can allow using a relatively simple feed-forward neural
network for prediction. When conducting a preliminary data analysis, you should always adhere to the GIGO principle
("garbage at the input — garbage at the output™). That is, the effectiveness of any mining method is always determined by
the quality of the data. As shown by the simulation performed by the neural network, pre-processing and data analysis
carried out within the study ensured an acceptable accuracy of the results of the subsequent forecasting.
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IIporno3yBaHHsI reHepailii eJieKTPOeHeprii BITpOBMMH CTAHIISIMHM HA OCHOBI

iHTeJIeKTyaJIbHUX METO/IIiB: CTaH CIPaB Ta NMPUKJIAIN

Jlrommuna byraesa, Onekcanap besnocuk

Hayionanvuuii mexuiunuii ynieepcumem Yxpainu "Kuiecokuui nonimexniynuil incmumym imeni leops Cikopcvkoeo”,

npocnexm Ilepemoeu, 37, Kuig, 03056, Vrpaina

AHoTAaNis

VY 3BS3Ky 31 IIBHAKAM 3pPOCTaHHSAM BHPOOHHWIITBA BITPOBOi €HEPrii B yChOMY CBiTi, NPOTHO3YBaHHSA

BITPOCHEPTETHKH BiJlirpaBaTHME BaXKJIMBY POIIb Y pOOOTi €IEKTPOCHEPTETUIHNX CUCTEM Ta PHHKIB €JIeKTpOoeHeprii. Y
CTaTTi HaBE/ICHO OIVISAJ] Cy4aCHHX METOJIB Ta IHCTPYMEHTIB IPOTHO3YBaHHS BUPOOJICHHS €JEKTPOSHEPril BITpOBUMU
enektpocTaniliasMu. OcobrBa yBara NpUIIISIETHCS 1HTEICKTYaIbHUM MTiAX0aM. PO3risSHYTO MUTAaHHS MMiATOTOBKH Ta
BUKOPHCTaHHA NAaHUX JUIA TaKMX MporHo3iB. [lojaHo po3poOKy CHCTEMH NPOTHO3YBaHHS Ha OCHOBI HEHPOHHHX
Mepex, BUKOHaHY aBTOPaMH CTATTi. Y BITPOCHEPreTHKH BeJMKe MaiilOyTHE y BCbOMY CBITi Ta B YKpaiHi Takox. Tomy
JIOCITIJDKEHHS, IPOBEICHE aBTOPAMH, € aKTYaJIbHUM.

Kuro4doBi cioBa: mMporHo3yBaHHS BITPOTCHEpAIlii; IHTEIEKTyallbHI METOJH; HEHPOHHI MEpEeXi; CTAaTUCTUIHUN

M AXIT.
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