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Conjugate gradient (CG) method is well-known due to efficiency to solve the problems
of unconstrained optimization because of its convergence properties and low computation
cost. Nowadays, the method is widely developed to compete with existing methods in term
of their efficiency. In this paper, a modification of CG method will be proposed under
strong Wolfe line search. A new CG coefficient is presented based on the idea of make use
some parts of the previous existing CG methods to retain the advantages. The proposed
method guarantees that the sufficient descent condition holds and globally convergent
under inexact line search. Numerical testing provides strong indication that the proposed
method has better capability when solving unconstrained optimization compared to the
other methods under inexact line search specifically strong Wolfe—Powell line search.

Keywords: conjugate gradient, global convergence, inexact line search, strong Wolfe—
Powell line search, unconstrained optimization.
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1. Introduction

The conjugate gradient (CG) methods are capable to find the optimum solution for the nonlinear
unconstrained optimization problems. It is widely used due to relatively little memory required for
large-scale problems and no numerical linear algebra required, so each step is quite fast. For the

unconstrained optimization problem as

min f(z), (1)

where f: R™ — R is continuously differentiable function, the CG method would construct iteratively
according to
Tht1 = T + agdg, (2)

where k£ = 0,1,2,... and dj, is the search direction, described by

—9k, if k= 0,
dy, = : .
‘ { —9k + Brdg—1, if k=1, (3)

where the current iterate point assigned as zj, oy is regarded as positive stepsize, g denotes the
gradient coefficient and Sy is a scalar which is the CG coefficient. Many conjugate gradient methods
have already been established including the Hestenes Stiefel (HS) method [1], the Fletcher—Reeves
(FR) method [2], the Polak-Ribiere-Polyak (PRP) method [3] and [4], the conjugate descent (CD)
method [5] and a lot of other recent methods where the corresponding coefficient beta fj of the
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mentioned methods are shown below

HS _ 9;{ (Qk - gk—l)

k
(9k — gr—1)" dr—1
RR __ gfgk
k - T )
91_19k-1
gere _ 9 (9 — 9r—1)
k - T )
9. _19k—1
T
ﬁED _ Ik
dg_lgk—l

The important part in line search algorithm is a condition which is often called the sufficient descent
property, defined in the form:
T 2
9pde < —cllgell”, (4)

where the constant ¢ plays a significant role which guarantees the global convergence of the nonlinear
conjugate gradient method.

The properties of conjugate gradient methods that have been explored greatly through its global
convergence properties. The global convergence of the FR method under the exact line has been
proved by Zoutendijk [6]. It was later countered in an example by Powell [7]. Then in 1986, Powell [§]
identified that the method is not able to possess global convergence properties. Before that in 1977,
Powell [9] also proved that other methods are not preferable methods compared to FR method. Further
research on FR method related to the global convergence was conducted by some researchers including
Al-Baali [10], Touati-Ahmed and Storey [11] and Gilbert and Nocedal [12]. The researchers ran the
FR method along with the inexact line search under a strong Wolfe condition. Strong Wolfe line
search also guaranteed that other methods turned to be a globally convergent ones. Nowadays, a
lot of attempts have been placed on proposing and structuring a modified formula from the existing
CG methods through improvising the performances of numerical which possessed global convergent
properties. In recent year, some researchers successfully did some modification on classical methods to
improve the performance. X. Jiang and J. Jian succeed in improving the performance of FR and DY
method [13] and P. Mtagulwa and P. Kaelo introduced modified PRP-FR hybrid conjugate gradient
which is more efficient [14]. All the past and recent research give us some motivation to improve CG
by modifying the ;. Thus, this research focuses on the modification of CG through the exploration of
new [y performance under line search and section 2 will give further explanation on its algorithm. In
the next section, we establish the sufficient descent condition with the global convergence proof of the
new method. For the section 4, we highlight the numerical experiment results and also the discussion.
Finally, we summed up and concluded them in section 5.

2. Methodology

Recently, Rivaie et al. [15] constructed a new coefficient [ that is useful for handling the problem of
non-convergence in which it is stated as the following:

T
rvin 9k 9k — Gr—1)

- . )

P d¥ (di—1— gx) )

The proposed ;. maintained the numerator as in the PRP, LS, and HS formula to deliver it restart
properties as observed by Pytlak [16]. This formula is special because of its simplicity and capable
to ensure that this method retained four important requirements of CG formula, global convergence
properties, the sufficient descent conditions, angle conditions and linear convergence rate.
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On the other hand, recently modification based on PRP method proposed recently by Hamoda et
al. [17], namely, HRM. The formula are shown below

7 ol
of (o0 — ppiyon—)

BtM = : (6)
pllgr—tl® + (1 — ) || dg—1]>

The value of parameter p is in the range within 0 < g < 1. In this research scope, arbitrary value will
be set as ;4 = 0.4, as applied by the HRM method to test our new method.

Based on the properties of RMIL and HRM methods, a new modified 8 which is known as ﬁl‘is L
where ISL denotes Izwan, Siti Mahani, and Leong was proposed as follows

gIsL — 9r (gx — gx—1) o
p g1 + (1 = )|l |12

By incorporating the proposed S (7), the new modified CG method algorithm is executed as:
Step 1: (Initialization). Given zg, choose k = 0.
Step 2: Compute [, according to formula (7).
Step 3: Compute dj by formula (3).
Step 4: Compute oy by exact or inexact line search.
Step 5: Updating new point based on iterative formula (2).
Step 6: Convergent analysis test and stopping criteria: ||gx|| <€ then stop.
Or else go to Step 1 with &k =k + 1.

3. Convergence analysis

In this section, we will show that our new modified CG guarantees the sufficient descent conditions
hold and globally convergent for both exact and inexact line searches. However, we use the inexact line
search or strong Wolfe—Powell line search to obtain the numerical results due to the fact that inexact
line search is more practical compared to the exact line search [18].

Sufficient descent condition of ISL method with exact line search. The exact line search
requires a condition as follows:

0121;% fxg + ady). (8)

The next theorem asserts that the ISL direction with exact line search satisfies the sufficient descent
condition.

Theorem 1. Consider the sequences [y and dj, established by the formula (3) and (7), and the step
length «y, is generated by the exact line search (8) then the sufficient descent condition (4) holds true
for all k > 0.

Proof. Theorem 1 shall be proved through induction; if k = 0 as gl'dy = —C ||go]|*>. Then, consider
that condition (4) also holds true for some k > 0. For

T 2 ISL T
Ier19k+1 = — lgk+1lI” + Ber19k+1dk- (9)
Since the exact line search implies that gf, d =0, g, |dj1 = — llgk+1]|*. Thus, the sufficient descent
condition holds, for all £ > 0. [ ]

Sufficient descent condition of ISL method with inexact line search. Based on the previous
research, the applicable and reliable inexact line search that commonly used is strong Wolfe-Powell
line search (SWP) which contains two conditions

Flay + awdy) < f(zg) + pargl di, (10)
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|g(an + andy)Tdy| < o |gi dil, (11)

where 0 < p < 1.
The subsequent theorem displays that the formula ISL with SWP line search will leads to the
sufficient descent condition.

Theorem 2. Suppose that the sequences {xy} and {dj} are generated by (2), (3) and (7), and the
step length «y, is determined through the SWP line search (10) and (11). If g; # 0, then the sequence
{d}} satisfies the sufficient descent condition (4).

Proof. Firstly, note that

BISL _ 9t (9K — gr-1)

pllgr—1ll? + (1= p)lldi—1J?
”gk”2 - 9%%—1

pllgr—tll? + (1= p)lldi—1 |2

lgel? = || gF gk

" pllgr—a (1= )l |12
lgell” = [|g& || lgr-1ll

" pllge—1 12+ (1= ) ldi1®

On the other hand,

2 2
ol + lloFge ]l _ Mol + llgF Lol _lowl?®
llgio 2+ (1 = )lldical® ~ wllgems P+ @ = wlldealP e llgeal?

*Restart if | g7 ge—1| > cllgrll?, ¢ € [0,1).
*Not restart if |g] gr—1] < c|lgrl%, ¢ € (0,1).
Thus, by setting u = 0.4 we get

2.51gx|I”
0< Bt ¢ TR (12)
llgx—1?
Using (7) and (11),
2.5/ 941
‘5/2%191&1%‘ < H7+21H0 |ggdk| . (13)
[l
By (3), dk+1 = —gk+1 + Brt1dk
I d T d
gk+1 k+21 - _ +/8k+1 gk‘-i—l kz. (14)
lgr+l lgr+l
We prove the descent property of d by induction. Since gd'dy = —||go||? < 0, if go # 0, now assume
that d;, | =1,2,...,k, are all descent directions, that is g7 d; < 0.
By (13),
2.5]|gk+1 ]
gl di| < 22090, (gray). (15)
gl
That is,
2 2
2 2 4
gl 9|l

(12) and (14) deduce

2/lgkll* 2 llgrsal® 2| g5l

bogide _ Gndhn _ | Sogld
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By repeating this procedure and the theory where gl dy = —||go||?, we have,
k . gT dk 1 k .
Y @50y < D < 24+ (2.50). (17)
§=0 2 Hgk-HH =0
Since
k : . 1
2.50)7 250 = ———
>_(2:50)" <3 (2507 = 75
7=0 7=0
(12) can be written as
1 rad 1
_ S~ LLAERN P (18)
1—250  2|gp]| 1— 250

By setting the restriction o € (0,0.1), we get ggﬂd/ﬁ_l < 0. Thus, by induction, ggdk < 0 holds for
all k > 0.

Denote ¢ =2 — ﬁ then 0 < ¢ < 1, and (18) can be expressed as
2 2
(c—2) lgell® < gf dr < — llgel®. (19)
Then, it is indicate that the sufficient descent condition holds. Thus, the theorem is proved. [

4. Results and discussion

This section reveals the numerical results involving 20 different functions with different variable and
initial point [19] coded on MATHLAB program version R2015b. We plotted some comparison graphs
of the new modified conjugate gradient method with other classical and modified methods under
strong Wolfe-Powell line search. We selected ¢ = 107% and established the gradient value to act
as stopping criteria which is ||gk|| < & suggested by Hillsterm [20]. Thus, the termination of all
computational experiments is active where ||gx|| < 1075. Table 1 showed the problem functions used in
the computational experiment. The experiment was performed on a PC with CPU processor specifically
Intel (R) Core (TM) i152450M (2.50 GHz) under RAM capacity, 8 GB. For some problems, under
consideration, numerical results are not available due to breakdown of the line search to compute the
positive step size, then the process assumed as a failure. Numerical results are exploited in term of the
CPU time and number of iteration. The result of the comparative experimental are shown in Figure 1
and Figure 2 respectively, applying a performance profile established by Dolan and More [21]. The
performance profile is a bench-marking to analyze the performance of optimization methods.

1.0 1.0

0.8

0.6

N 7 :
044
ISL
021 B
— AMERL
Mo o e 3 "o o e 3
t t
Fig. 1. Performance profile relative to the CPU time. Fig. 2. Performance profile relative to the number of

iterations.
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Table 1. A list of problem functions.

No Function Dimension Initial points

1 Booth 2 (10)7(25)7(50)7(100)
2 Matyas Function 2 (1),(5),(10),(15)

3 Extended Freudenstem and Roth 2 (1),(2),(3),(7)

4  Extended Powell 2 (2),(10),(15),(50)
5 Extended Quadratic Penalty QP1 (0, 0,...) 2 (5),(7),(8),(30)

6 Extended Quadratic Penalty QP1 (1, 1,...) 2 (5),(7),(8),(30)

7 Power Function 2 (1),(10),(30),(50)
8  Sphere 2 (1),(10),(30),(50)
9 Ex-Penalty 2 (10),(30),(50),(80)
10  Hager 2 (1),(5),(7), (10)

11 Quadratic QF1 2, 4, 10 (3),(5),(8),(10)

12 Diagonal 4 2, 4, 10, 100, 500,1000 (1),(3),(6),(12)

13  Ex-Tridiagonal 1 2,4,10,100,500,1000,10000  (6),(12),(17),(20)
14  Perturbed Quadratic 2, 4, 10, 100, 500,1000 (1),(3),(5),(10)

15 Extended Denschnb 2,4,10,100,500,1000,10000  (8),(13),(30),(50)
16 Generalized Quartic 2,4,10,100,500,1000,10000  (1),(2),(5),(7)

17 Quadrtic QF2 2,4,10,100,500,1000 (5),(20),(50),(100)
18  Diagonal 2 2,4,10,100,500,1000 (1),(5),(10),(15)
19  Sum Squares 2,4,10,100,500,1000 (1),(3),(7),(10)

20  Generalized Tridiagonal 1 2,4,10,100 (7),(10),(13),(21)

The performance profile function is defined as,

1
ps(t) = —size (p: 1 < s < nyp, log(rs, < t)), (20)
Tp
where
_ fS,p
Tsp = (21)

min (fsp: 1 <s<ng)’

ps(t) is the probability for solver s which the performance ratio 7, is inside the range of factor ¢. When
t = 1, the probability of the solver to be superior to the other solvers is very high. For the better
comparison between the results, the value of ps(1) needs to be considered by the experimentalist.

Figure 1 and Figure 2 exposed that the performances of all experimental methods were constructed
according to the number of iterations and CPU time. For both figures, we generated each graph
from the overall problem used to compare ISL, HRM, FR and AMRI method to find out the best
solver method. Figurel is analyzed based on CPU times in seconds. The analysis was carried out to
estimate the duration needed to generate search direction with specific end goal to execute line search
and convergence test. Figure 1 showed that the performance of ISL utilizes a shortest time to converge
compared to HRM, FR and AMRI. Meanwhile, Figure2 showed that our proposed method have a
better performance in term of number of iteration where it just consumed less number of iteration
loops as compared to HRM, FR and AMRI.

Based on the analysis, ISL is obviously better than the other experimental existing methods under
strong Wolfe-Powell line search in terms of number of iterations and CPU time. Overall, ISL method
shows that it performed well under inexact line search compared to the other existing methods.

5. Conclusion

This paper explores a new coefficient on conjugate gradient method solely to solve unconstrained
optimization problems with the assists from inexact line search. Based on this paper, we executed the
new method along with inexact line searches and compared with other methods. This new method
possesses the global convergence condition under the line search used. Numerical experiment results
show that our method is better under inexact line search, namely strong Wolfe-Powell line search
compared to the other method. For further study, we apply spectral on the ISL method under the
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strong Wolfe-Powell line search and form spectral conjugate gradient method. This method takes on
idea combining two methods which are, conjugate gradient method and spectral gradient method in a
certain way.
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Hosuin mogundikosannin metog CrpsiXKeHoro rpagi€eHTa Npy CUJIbHOMY
niHivinomy nowyky Bynbda agns po3s’sasanHa npobnemun HeobmerkeHot
onTumisauir

Imax M. I., Mapxyru C. M., Ixyn JI. B.

Kagedpa mamemamuxu, Yrnisepcumem Ilympa Manratizis,
43400 Cepdane, Ceaanzop, Manratizis

Meron, crpsizkenoro rpagienaTa (CIY) mobpe Bigomuii cBoero eeKTUBHICTIO 1Jis BUPIIIEHHST
pobJteM HeoOMexKeHOT omTHUMizaIlil Jepe3 Horo 30iKHI BJIACTUBOCTI Ta HU3BKY BapTICTh
obunciens. Ha choromuimmHiit 1eHb 11eif MeTO ] MUPOKO po3pod/IeHnit, Mob KOHKYPyBaTH 3
icHyro9uMH MeTOJaMu 33 iX e(EeKTUBHOCTAMU. ¥ Il CTATTI MPOMOHYETHCA MOAUMIKAILS
meroxy CI' mpu cuiibHOMY JiiHiliHOMY 1nomryky Byinbda. Hoeuit koedimient CI' momano Ha
mijicraBi i1e] BUKOPUCTaHHS JIEIKAX YaCTHH ronepeasix icuyouunx merosuis CI') mob 36e-
perTu ixui nepeBaru. YucespHe TECTyBaHHS OJHO3HAYTHO BKA3Y€E HA T€, 110 3AIIPOIIOHOBAHMIT
MEeTOJ[ Ma€ KpAIly MOXKJIABICTD [IJisi PO3B’sI3aHHS HEOOMEXKEHO! ONTuMIi3allil y MOpiBHAHHI
3 IHIMMM MeTOJAMU IIPU HETOYHOMY CHJIbHOMY JiHiftHOMY nomiyKy Bynda-Ilayesna.

Kntouosi cnosa: cnpsascenuti epadicnm, 2400aivma 30icHicmb, Hemownutll AiHitHul
NOWYK, CUALHUL AMHItTHUT nowyk Byavpa—Ilayesna, neobmesicena onmumidaiis.
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