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Abstract. The method of cleaning management data in wireless sensor networks based on intelligence 
technology has been studied. Specific forms of application of wireless sensor networks are analyzed. The 
characteristics of the structure of wireless sensor networks are presented and the data cleaning technology based on the 
clustering model is offered. An algorithm for deleting a cluster-based replication record is proposed and the accuracy 
of data cleaning methods is tested. The obtained results testify to the efficiency of using the studied method. 
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1. Introduction 
The rapid development of the Internet and the 

popularity of computers marked the entry of mankind 
into the era of online information [1]. This was 
facilitated by the rapid development of the World Wide 
Web, which initiated the exponential growth of online 
information [2]. It is known that the sources of informa-
tion are quite extensive. The largest sources of data are 
network information. In addition to relational databases, 
distributed databases, etc., they have all achieved consi-
derable development [3]. The amount of data available is 
growing. But at the same time, one problem after another 
is emerging, the most common of which is data 
integration. The latter is an important step in information 
processing in many areas [4]. For a large set of data, the 
criterion for the quality of the relevant parameters is the 
accuracy of the data obtained in the integration process. 
 

2. Drawbacks 
For a large data set, the criterion is the quality 

of the relevant parameters, such as the quality and 
accuracy of the data in the integration process to 
assess whether the data integration is excellent [5]. 
However, some mistakes cannot be avoided when 
integrating the process. In general, the main reason for 
the problems in the integration process is that there 
are no harmonized standards among the databases, 
and the data format is different, which affects the data. 
Integration has caused some obstacles [6]. Therefore, 
when entering large amounts of data, there will 
always be some errors and conflicting results [7]. 

It is known that a wireless sensor network is a 
technology for receiving and processing information, 
which mainly consists of sensors, MEMS, and network 
systems. Compared to the traditional era of the PC, it is 
characterized by smaller size, lower price, and goes 
beyond the traditional computer 8]. Each sensor unit can 
measure and analyze signals in the environment with the 
help of built-in multiple sensors and obtain the necessary 
data [9]. Compared to a traditional network, a wireless 
sensor network focuses on the data received, not on its 

transmission. The wireless sensor has a wide range of 
functions that can not only monitor the environment, and 
the condition of the building, but also control a smart 
home with certain technical means [10]. The use of 
sensor sensors for military purposes is another important 
focus of the study of the sensor network. Given the main 
characteristics of wireless sensor networks, this paper 
conducted an in-depth study of data cleaning methods 
and talent management in wireless sensor networks 
based on intelligence technology. With this method, 
talent management data in wireless sensor networks can 
be implemented independently. If it is effective, the total 
amount of data decreases. Reducing talent management 
data can not only increase the efficiency of the analysis 
process but also improve the quality of analysis results. 
 

3. Aim of the work 
This work aims to analyze the cleaning methods 

while repeated data recording as well as perform an in-
depth study of data cleaning methods in wireless sensor 
networks based on intelligence technology for decreasing 
the scale of data management and enhancing the data 
analysis efficiency and the quality. 
 

4. Methodology of Issue 
Wireless sensor networks mainly consist of 

sensor nodes, detection zones, and servers. Sensor 
nodes can be located near objects that require 
measurement data using manual deployment. Once 
deployed, these sensory nodes self-organize in some 
way and begin to share the environment and objects to 
obtain the necessary data. This self-organizing form 
can form a corresponding network and transmit all 
data back to the main node via the relay mode. 
Eventually, all data in the node is transmitted to the 
server through the communication system. When 
users use wireless sensors to obtain data, it becomes 
possible to efficiently collect the necessary data 
through the management and control of nodes. The 
architecture of a typical wireless sensor network [1] is 
shown in Fig. 1.  
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Fig. 1. The topological structure of typical sensor networks 

 

The sensor unit consists of a sensor module, a 
processing module, a wireless communication 
module, and a power supply module. The sensor 
module is responsible for receiving information and 
converting data. The processing module monitors the 
operation of the entire sensor node, processes the data 
collected by him and the data sent by other nodes, 
then launches a network protocol to control the 
process of the communication node; the wireless 
communication module is especially connected to 
other sensor nodes of sending and receiving data; the 
power supply module provides power to the sensor 
units. For network operation, each node sensor in a 
wireless sensor must consider both traditional network 
nodes and routers, not only to collect and process 
local information but also to process data transmitted 

from other nodes. In the process of data transfer, 
nodes must be able to work together. At this stage, the 
hardware and software technology of the sensor node 
is the focus of sensor network research, as it has a 
powerful ability to process, store and transmit node 
data. By connecting the sensor to the Internet, you can 
convert communication between different network 
protocols. At the same time, the sensor can distribute 
tasks to all nodes simultaneously and transmit the 
collected data to an external network. For different 
applications, the composition of the sensors is also 
different, but almost all sensors have common 
characteristics. These typically include a sensor unit, a 
processing unit, a wireless unit, a power supply, and a 
traditional data sensor [4]. The relationship of the 
components is shown in Fig. 2. 

 

 
Fig. 2. Sensor node components 

 

The composition of the sensor unit is usually 
relatively simple and generally consists of a sensor and a 
functional module of analog-to-digital conversion, which 
is responsible for converting data to obtain information 

in the observation area. The main part of the processor 
unit is the built-in system, which includes the CPU, and 
memory, and is generally responsible for managing the 
nodes of the entire sensor and storing the collected data, 
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as well as processing data received by other nodes. The 
main function of a wireless device is to complete the 
data transfer without using a wired device. The main part 
of the power supply unit is the power supply module, the 
main function of which is to provide energy to the sensor 
units. There are also some other modules such as 
positioning systems and mobile systems. Thanks to the 
cooperation of these devices, the wireless sensor network 
can work properly. When using a wireless sensor 
network to obtain data, to make it more accurate and 
efficient, you need to configure a large number of sensor 
nodes. Therefore, the number of sensor nodes can be 
very large. Because the number of sensor units is 
relatively large and the volume is small, and staff in 
some areas may not arrive on time, the sensors cannot be 
supplemented by battery replacement. At this point, it 
makes sense to calculate the power consumption of the 
sensor units. The main energy-intensive part of the 
sensor unit is very energy-intensive when transmitting 
data to the wireless module. The wireless module has 
four wireless states: send, receive, standby, and sleep. 
The relationship between wireless power consumption 
and distance is shown in formula 1: 

               E = kdn ,                                (1) 
here E is the power consumption of the wireless 
communication network, d is the distance, d and k are 
the constants. 

As the communication distance increases, the 
energy consumption will increase sharply. 

The mathematical model of Bayesian data 
network analysis, which is commonly used in the 
process of data intelligence, is presented in formula 2: 
          P(x1,…..xn) = P(x1)P(x2/x1)P(xn/x1,….xn-1)         (2) 

The formula for the degree of confidence of the 
model is given in expression (3): 
                          (  / ) =  ( /  ) (  ) ( )   ,                  (3) 

here p is the probability of displaying the edge. Bayesian 
information criterion (BIC) is a large selective 
approximation of the probability of an edge. Using the 
Laplace approximation, a large sample approximation 
can be performed for P, and the ICD estimation function 
can be derived, then the logarithmic likelihood function 
can be extended by estimating the maximum likelihood, 
and then the calculation can be transformed into a 
multidimensional normal distribution function. First, the 
Laplace approximation is used for the a posteriori 
probability, as shown in equation (4): 

           ( / ) = ∫  ( / , ) ( / )             (4) 
Due to the definition of model data, it becomes 

convenient to use data analysis technology for their 
processing. Current management data faces the problem 
of sudden data increase. These large databases usually 
contain errors or inconsistencies for some reason. Causes 
of errors include incorrect input, which leads to incorrect 
values because the entered data is inconsistent due to 
different formats or the use of different abbreviations can 
not fully collect information about the data and lead to 
loss of data. To avoid this situation, they are trying to 
solve the so-called "garbage disposal" problem. The 
process of clearing data is to resolve common errors and 
inconsistencies in large databases. Slight simple pre-
processing before data cleaning can improve the quality 
of data cleaning in general. The block diagram of data 
cleaning is shown in Fig. 3. 
The main process of data processing pre-processing is 
shown in Table 1. 

 
Fig. 3. The main process of cleaning and pre-processing 
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Table 1 
The main process of cleaning and pre-processing 

 

Stages of processing A detailed description of the stages of data processing 
Clean stained data fields The main purpose of this step is to eliminate data entry errors. Some simple errors when 

correcting data records with some external features and external source files, such as 
checking that the city's zip code matches and that the date of birth and age match. This will 
increase the accuracy and standardization of the data, as well as effectively avoid the 
clustering process, as the data error is too large to record the same object in more than one 
cluster. 

Use of a unified abbreviation According to the appropriate ratio of abbreviation and full name, all data is processed in a 
standardized way or unified abbreviation or representation of the full name. 

Data conversion In this process, we convert some data into various formats. In the database, the man is 
represented in the database "a", and in another database expressed "1", which creates 
conflicting data. The process of transforming data is to transform this conflicting data into 
consistent data. This process can also transform a data table into a data table with many 
different structures according to certain requirements. 

 
When merging large databases, problems are 

often encountered: incorrect data entry, different 
schemes, or inconsistencies in the form of 
abbreviations. These problems result in a merged 
database to obtain multiple records that represent the 
same entity, but a slightly different attribute of values, 
thus creating conflicting results. After cleaning and 
pre-processing, some simple errors in the database are 
cleared. However, the object to be processed is a large 
database. The amount of data that needs to be 
processed is very large, so it leads to many errors and 
questionable results. The accuracy index used in this 
paper is a pure clustering comparison. The definition of 
pure clustering refers to the fact that all records 
contained in the cluster represent the same entity. The 
experimental method is used to evaluate data in a large-
scale database. The goal of accuracy in the measurement 
process is the entire database, not just one data in the 
database. When data is recorded using pure clustering, 
the representation of the records is the same. If the 
records have different forms, this form of clustering is 
not pure clustering, which indicates that the clustering 
method is inaccurate. Using a cluster-based replication 
delete algorithm can significantly solve the problem of 
data mismatch. This method allows you to reduce the 
amount of data processing and increase the efficiency of 
data processing. 

5. Consideration of Obtained Results 
To make the experiment more exact and to be 

able to effectively verify the accuracy and efficiency of 
the algorithm, the clustering data that have been used for 
analysis are known, and specific values of the applicable 
data are determined. The data processed in the 
experiment is talent management record data. The 
attributes of the record included seven attributes of talent 
management. The experiment includes 1075 records. 
Due to some processing of copies, and then application 
of the method of processing random 547 errors, get the 
total number of effective records. Number - 2412. A 
total of 318 clusters containing more than two records 
are calculated manually, of which the largest cluster 
contained 3521, a total of 24 records. 

Canopy clustering detection technology is applied 
to detect duplicate records. There are three main 
detection parameters: the distance thresholds T1 and T2 
and the constant-coefficient k. The choice of T1 and T2 
determines the size of the Canopy and the degree of its 
overlap, ie the amount of data that must be accurately 
calculated. Selecting the value of k determines whether 
the records can be accurately grouped. At the beginning 
of data processing, it is necessary to create values T1 and 
T2. The method of inverted detection of two values is 
considered in their work to establish them. In the case of 
different T1 and T2 (T1≤T2), the system clustering must 
calculate the calculated number of appropriate pairs to 
measure the quality of T1 and T2. The calculation of the 
different values of T1 and T2 is shown in Table 2. 

Table 2 
Calculation of different values of T1 and T2 

 

T1  
  T2 

0.95 0.96 0.97 0.98 0.99 

0.95 2167 6732 8786 11.374 12.596 
0.85 - 2143 2653 8678 11.876 
0.75 - - 2114 2988 10.905 
0.65 - - - 2187 10.245 
0.55 - - - - 10.256 
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Table 3 
The clustering coefficient of different values 

k 6 4 3 2 1 

Clustering factor 0.832 0.88 0.988 1.155 1.46 

 
According to the experimental data shown in 

Table 2, at T1 = 0.75 and T2 = 0.75 data points that need 
to be accurately calculated are the smallest. 

Therefore, T1 = 0.75 and T2 = 0.75 are selected, 
which means that Canopy does not overlap. According 
to the ratio of the number of clusters obtained and the 
actual clustering, the value of k is shown in Table 3. 

Table 3 shows that at k = 3 the clustering factor is 
closest to the real clustering, so the experiment chooses the 
distance threshold k = 3. However, the clustering factor still 
does not reach 1, because a random data error makes some 
data records incorrect by classifying them into one cluster. 
The home address of the talent management record table is 
a composite attribute. The program's data conversion 
method decomposes different parameters into sub-attributes 
and at the same time performs pre-processing before 
cleaning the data based on the use of an external source file. 
If there is a duplicate parameter corresponding to the 
existing ones then such data can be cleared they are con-
sidered dirty data. The amount of experimental data is quite 
small, covering only Guangxi, so setting 100% accuracy is 
relatively easy when setting up external source files. 

Figure 4 demonstrates the results of experiments 
comparing pre-processed and unprocessed test copy 
recording methods, including the adjacent sort method and 
the test copy recording method by Canopy technology, in 
which the window size of the sort neighbor method selects 
two to compare the situation. Fig. 4 visualizes that the 
accuracy of the detection method of the pre-processed 
duplicate record is higher than the accuracy of the untreated 
duplicate record of the detection method. However, because 
the experimental data used are not large, the pre-processing 
cannot be fully reflected. In two cases ω = 24 and ω = 16, ω 
chooses 24 more accurately than 16, because the largest 
cluster in the experimental data contains 15 records. If ω = 
16, this will lead to some duplicate records that cannot be 
detected, although ω = 16 when you need to make many 
unnecessary comparisons, which increases the number of 
calculations, which can guarantee a higher level of 
accuracy. In this experiment, the pre-treated neighbor 
ranking method ω = 24 is the same as the Canopy cluster 
replication record detection method, but the Canopy method 
has a higher response rate, indicating that it can obtain more 
replication records. From so the algorithm is more effective. 

 

 
Fig. 4. The results of the comparison of the preliminary processing of the test 
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6. Conclusions 
The method of data cleaning is an extremely 

important research area, which allows for resolving data 
inconsistencies in the identification of the same object and 
increases the accuracy of recognition. Due to faster and 
more convenient access to information, the amount of data 
is increasing every day. While analyzing data and making 
business decisions, it needs to combine a few data 
information to simplify searching for the correct model. The 
wrong choice inevitably leads to emerging the incorrect or 
conflicting data. The merge results in the approximation of 
duplicate entries, which is prohibited in the database, and 
these duplicate entries must be deleted.  
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