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We have suggested the method of application of a direct solving of the systems of non-
linear equations for finding the elements of external orientation (EEO) to perform aerial
photography by unmanned aerial vehicles (UAVs).

The elements of external orientation functions search for the minimum of the function
F, which is the sum of squares of coordinate differences on the image and is calculated
by the measured coordinates on the ground, or the minimum of the function G, which
is constructed using co-linearity and is the sum of squares of differences of the given
coordinates X;, Y;, Z; (i = 1,2,...,n) on the ground and those which were calculated
by the values z;, y; (¢ = 1,2,...,n) measured on the image. In contrast to the classical
approach, the choice of such a type of function is due to the possibility of implementing
the algorithm using mathematical packages. Since some of the unknown coordinates X,
Y:, Z; (the origin of the coordinate system is the center of projection) are included in
the function G as arguments linearly, fulfillment of the conditions of the minimum of this
function (equality of partial zero derivatives) in this case is simpler. This allows us to
determine them through the angular elements of the EEO, which reduces the system of
six equations to the system of three equations, being dependent on the angular elements.
The function G is differentiated with respect to the variables dependent on the angular
elements to obtain the three other equations. The obtained in this way system of equations
is solved by the parameter variation method and gives us the solution of the required EEOs
with a given accuracy.

The proposed algorithm gives us a real opportunity to clarify the values of EEO, moreover,
the linear EEOs are determined with maximum accuracy, that makes it possible to increase
the accuracy of the spatial coordinates of the points of the terrain.

The application of digital image processing from UAVs will significantly extend the range
of implementation of aerial photography from UAVs to solve a variety of topographic,
cadastral and engineering problems.

The proposed technique was tested on the relevant materials of aerial photography from
UAVs at control points, which made it possible to confirm the optimality of the technique.

Keywords: method of variation of parameters, unmanned aerial vehicle, elements of
external orientation, nonlinear equations.
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1. Introduction

The creation of topographic and cadastral plans of lands involves the usage of digital data obtained
as a result of aerial photography, that requires the determination of the elements of external orienta-
tion (EEO) [1,2]. Their application distinguishes the following technological problems in the use of
unmanned aerial vehicles (UAVs) in topographic aerial photography: connection to the stabilization of
the UAV during the flight and maintenance (maintaining a constant speed, flight and its straightness)
and reduction of the inclination angles.

Failure to meet these conditions leads to errors in aerial photography materials, which is emphasized
in [1,3|, where the ways of their possible elimination are also considered.
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Mainly for UAVs, EEO values obtained by direct measurements are used as some preliminary
approximation of parameters with their subsequent refinement by other methods, mainly based on
minimizing the residual function [4,5|. Classically, this problem is solved by decomposing the residual
function into a Taylor series according to the elements of EEO with their subsequent refinement:
making corrections that are obtained from a system of linear equations. The iterative process ends
if the parameters are the same with a given accuracy. Solving the problem, it is more logical to
perform a check to achieve the minimum of the residual function or to obtain a solution from this
condition directly. Moreover, available mathematical software allows this to realize [4,6]. However,
the usage of these mathematical packages is associated with some peculiarities. First of all, a good
initial approximation is required to ensure the convergence of the methods used, and the result of the
execution can give us a local minimum, which cannot be classified as a solution. This raises the question
of reducing the problem to a system of nonlinear equations to obtain a solution by approximate methods
and compare it with obtained solution using mathematical packages. The parameter variation’s method
is preferred, which does not require checking the conditions of convergence, but is a certain analogue
of the method of half division for one variable [7,8].

This issue is also studied in military. Possibilities of using UAVs for military actions [9], recon-
naissance of the area are covered in the articles [10,11]. In order to improve the determination of the
coordinates of unmanned aerial vehicles in the area of the anti-terrorist operation [12]|, the authors
assessed the accuracy of determining the location of radio emitting targets by difference-range method
in a mobile passive radar system based on short-range anti-aircraft systems [13]. The results of the
study show that the errors in measuring coordinates of the difference-range method are insignificant
and at some positions of the UAV are important compared to its size. The obtained dependencies
allow us to choose the optimal, in terms of minimal errors in the coordinates of the UAV, location of
combat vehicles from passive direction finders.

2. Statement of the problem

One of the main steps in determining the coordinates of points on the ground is to obtain elements of
external orientation. The accuracy of their calculation by hardware is low due to the impossibility of
placing bulky equipment on the UAV. The main way to find exact values of obtained elements is to solve
the inverted photogrammetric resection in which the coordinates of reference points appear [14, 15].
Today, the generally accepted method is based on the decomposition of formulas for determining
the coordinates on the ground for the elements of the EEO with their subsequent refinement. It is
implemented in most software packages that solve the problem of calculating coordinates. However,
it is not possible to verify the correctness of this definition, because direct verification of the found
parameters is not performed. The only criterion of reliability is the visual compatibility of the results.
Therefore, it is not necessary to raise the issue of improving the calculation results, because the tools
for influencing accuracy are not known.

For better understanding, there is a question of clear mathematical formulation of the problem: we
are to define such values o, w, £ (angular elements of external orientation), and the center of projection
Xg, Ys, Zg, which minimize the target function F' as follows

a1(X; — Xg) +a2(Y; — Ys) + a3(Z; — Zs)>2
a(Xi —Xg)+ (i —Ys) + c3(Z; — Zs)

n

F(a7w7"<’7X57Y57ZS) :Z (xl_l'(]"i—f

i=1
n <y2 ot fal(Xi - Xs) + CLQ(YZ' — YS) + ag(Zi - ZS)>2 | (1)
c1(Xi — Xs) + e2(Yi — Ys) + c3(Z; — Zs)
where
a1 = CoSQCoSKk —sinasinwsink, a9 = —cosasink —sinasinwcosk, a3 = —sinacosw,
b1 = cosw sin K, by = cosw cos K, by = —sinw,
€1 = sin @ cos K + cos asinw sin K, co = —sinasin k + cos a sin w cos K, €3 = COS (X COS W,
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f is the focal length of the digital camera, xg, yo are planned elements of internal orientation, x;, y;
are coordinates in the image and X;, Y;, Z; are coordinates in the area 0 < ¢ < n, where n is number
of points (reference points).

It should be noted that the following approach is usually used in the classical scheme: the minimum
of the function is found for the linearized function F'. Also, the optimality test is carried out not by
direct substitution in equation (1), but by comparing the previous and subsequent values of parameters
in the iterative process [14]. Considering that the coordinates in the image and the field are in the
relationship

(i — o) + a2(yi — yo) + azf
Cl((L'i — J}Q) + C2(yi - yO) + Cgf 7

by (z; — b (; b
Yi— Ys = (Zi— Z.) 1(xi — 20) +b2(yi — yo) + 3f7
ci(z; — xo) + ca(yi — yo) + caf
we can conclude that
Glow, k, Xs,Ys, Zs) = > (Xi = Xo — (Zi — Zs) %) + (Yi = Yo — (Zi — Z5);)° (2)
=1
where ) ) )
E,-(a,w, KJ) _ a1z; + a2y — a3f yi(a,w, KJ) _ 12 + 2Yi — 3f (3)

c1xi + cayi — c3f c1wi +cayi — caf

Substitution of EEO parameters found with the help of mathematical software in equations (1),
(2) does not give a minimum value. Using the mathematical packages [7], the parameters of EEO
can be specified, and as a result the value of a minimum can be significantly improved. However,
they cannot be considered as final ones. After all, the condition for the existence of an extremum of
a function of many variables is the equality to zero of its partial derivatives, and it is not satisfied
even for refined values. Therefore, the algorithm for finding EEO needs to be significantly adjusted:
we can treat EEO as a solution for a system of nonlinear equations. Let us focus on the choice of
the objective function, F' or G. Optimization can be performed by the function F' that is essentially
another record of relation (2). The results of calculations for these two objective functions are similar,
but do not coincide. This can be explained by the instability of the solution (the problem is incorrect).
Therefore, the choice of the type of function (1) or (2) is determined by the task. If there is a question
of determining the coordinates of points on the ground, it is advisable to choose the condition (2); in
other cases, it is possible to use (1).

3. Presenting main results

The function G of the elements of external orientation (2), for which the minimum is searched, is simpler
than expression (1) for the function F', because the elements Xg, Yg, Zg are included in the function
as arguments in a linear manner. Therefore, the system of equations obtained by differentiating the
function G

oG oG 0G

8Xg_0’ aYS_O’ 8Z5—O’ ()
06 _, 06 _, 06 _,

oo Ow O Ok

can be reduced to the system of three equations, depending on the angular elements. Obtained system
of equations is solved by the method of parameter variation represented in [16].

It should be noted that the system of equations (3) can be solved using the mathematical packages
involving differentiation [7|. However, there are some difficulties, because conditions (3) also determine
the local extreme values. Thus, there is a need of finding solutions that are complement or alternative to
the above approach. To do this, choose the form of the system (3) for the function G (2). Differentiation
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with respect to the variables Xg, Yg, Zg gives us

nXg — Zg Zn:fz = Zn:yz - Zn:Zifiy
=1 =1

=1
Zn n . n
nYs—Zs> Ui=> Yi— > Z¥;,
i=1 i=1 =1
n n n n n
XsY T+ Ys> 7 - Xs > (@47 =Y (X + Vi)~ Y Zi (@ + 7). (5)
=1 =1 =1 =1 =1

We can obtain the rest of the equations in the following way. First, differentiate the function G
with respect to the additional variables — the components of the vectors a = (a1, ag, as), b = (b1, ba, b3),
¢ = (c1,c9,c3). Taking into account the orthogonality of the basis yields the conditional extremum
problem, the Lagrange function of which is determined as

n
Y(a,b,e,A) =Y (ui —wiTi)” + (v; — willy)? + M(ai + a3 + a3 — 1) + Ao(b] + 5+ b3 — 1)
i=1
+ )\3(0% + C% + C% — 1) + A(a1by + agbe + asbs) + As(aic1 + agco + ages) + Ag(biey + baca + bses),
(6)
where u; = X; — Xg, v; =Y; =Yg, w; = Z; — Zg, and A = A(A1, A, ..., Ag) are Lagrange factors.
Differentiate the expression (6) with respect to the arguments aj, as, ag taking into account the

conditions of the minimum:
n

M _ -2 Z(ul — W) 2\ jay + Aaby + Aser = 0,

8(11 i1 Zi

0 " W;T;

8—5; = -2 Z(uz — Wi T;) i L+ 2M1ag + Mbg + sz = 0,
i=1 ¢

N _wi(=f) _
9a; 2 Z(ul Wi T;) = + 2X\1a3 + A\gb3 + Asc3 = 0.

Transforming the last three equations and bearing in mind the orthogonality, we obtain

a—wm + a—waz + 8—1/}&3 = -2 Z(uz — WiT)wiT; + 2A1 = 0,

u; — wiY; )wiY; + Mg = 0,

=1
oy 0y NS VR _
a—alcl + 8—@62 + 8—&363 = 2;(u2 wiTi)w; + A = 0. (7)

Similarly, differentiating with respect to the variables by, b, b3, we obtain

oY oY
b 2y 4 0y —22: )T+ 2\ =
TG TR —wigi)wili + 2% =0,

oY oY oY
90, 1+8_bga2+8—b3a3 —22 — wiY; )w;iT; + A = 0,

o o o
8—1)1 1+a—b2(32+—c3 —22 — wil;)w; + A = 0. (8)

Now, differentiate with respect to the variables ¢y, co, c3; it gives us
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e L WiTTy - WYX
=2 Z(ul — wizni) ZEZZ ! + 2 Z(UZ — wlyl) ZEZ : 4+ 2A3¢1 + Asaq + Agb1 = 0,

dey i=1 i i=1 g

8—1/} = 2§:(u — wf)% + 2§n:(v- — w-_-)wiyiyi 4 2X3¢0 4+ Asas + Agby =0

862_ - 7 i 3? - 7 Y % 3C2 5U2 6V2 — U,

oY = wzxz f wlyz( f)

8—03 =9 ;(u WiTi) ———= + 22 T + 2A3¢3 + Asa3 + Agbg = 0. (9)

After these transformations, we obtain

o oY o
8—01 1+8_02a2+8—03a3_2z i — WiT; )W Ty +2Z — wiY;)wiy;Ti + A5 = 0,

) B
00y 4 Dy, 00 ab3 = 22 — T Wi + 22 — wFwig; + e =0,

dc “a de €2 i=1
oY oY oY
5, T 552 T —03 22 — WiT; )wiT; + 22 — wif;)wig; + A = 0. (10)

In this set of equations, we exclude the variables A4, A5, A\g and as a result we obtain

n
22( wzyz WiT; = 22 — W;T; wzyza
ZZ — WiT;) wlaj + QZ — WY Wiy T; = 22 — Wi T )w;,

=1

2 Z — Wi )WY T + 2 Z — w)wy; = —2 Z — wi;)w

=1

The set of these equations (5) together with (2) give us the following system

n n n
nXS—ZSZTi:EXi—ZZiEia

2n:1 znzl K
nYS—ZSZ@': ZY;'— ZZiyia
n Z:1 n = ’fL:1 n n
Xg Zfi-l-Ys zlyi — Zg -21 (@2 +77) = Q(mﬁmi) - ;Zi (@ +77),
=1 z: 1= 1= 1= (11)

'M:

@
Il
,_.

E Z ulwiyi = 07
=1 n

n
— wiT)wiTr + Z( — W)WY T + Y (u; — wiT)w; = 0,
i=1

@
Il
—_

n n
(ui — W) wiGT; + 3 (ui — wig)wigy + 3 (v — wig;)w; = 0.
=1 =1

o

@
Il
—_

\

The equation (11) is used to estimate the accuracy of determining the elements of the EEO, as
they reflect the approximation of the function G to the optimal value or deviation from it. In addition,
relation (11) can be interpreted as a nonlinear system of six equations with unknown variables «a, w,
K, Xg, Yg, Zg. This system of equations can be reduced to a system of three equations with unknown
variables «, w, k preexpressing the variables Xg, Yg, Zg from the first three systems (11):

Gi(a,w, k) =0,
Ga(a,w, k) =0, (12)
Gs(a,w, k) = 0.
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To find the solution (12), we use the method of variation of parameters [16]. The sense of this
method is in searching a solution, determined by the following scheme.

1. Fix one of the unknown variables, for example, a = p;

2. Solve a system of two equations

Ga(p,w, k) =0,
{ G3(p7w7 K’) = 07 (13)

for which we again apply the method of variations, choosing the parameter, w = p;. As a result, we
obtain two equations with one variable

Go(p,p1,K) =0, (14)
G3(p,p1,K) = 0. (15)

If there is a solution, we find it for two equations (14), (15): k1(p,p1), K2(p, p1) by the method of half
division, which provides the localization of the solution (if it exists) and its refinement by reducing the
length of the interval of its location.

3. We make the difference between their root values

5(p,p1) = K1(p,p1) — K2(p,p1) =0 (16)

and solve the equation with respect to p1, by the method of half division. As a result, we obtain the
parameter p1(p) for which equations (14) and (15) hold. Therefore,

wD(p), &D(p), i=0,1,... (17)

is the solution of system (13) for a fixed p.
4. Substitute the value (17) in the first equation of the system (12). We obtain another equation
with one variable p

G1(a,w? (p), % (p)) =0, (18)

which determines o (p).
5. Now, consider the difference 1 (p) = p — a(? (p) and solve the equation with respect to p

s1(p) =p—a(p) =0 (19)

by changing the parameter p (for example, increasing with a certain step) and repeating the points
1-6 until condition (19) is met with a given accuracy, which is provided by changing the sign of the
function 6 (p) in two adjacent values of p. Each step is an iteration with the number 4.

6. When the condition (19) is satisfied, we obtain the fact: the following values of parameters are
determined that satisfy the equation (18) as well as the system (13) because it holds for all p, hence,
for p = o (p).

The specifics of calculation of the values included in the functions G, G2, G5 require some clarifica-
tion. This, primarily, concerns the accuracy of determining the linear and angular parameters for which
these requirements are different. For example, for linear elements, the order of accuracy to centimeters
is sufficient, and for angular to a second. Therefore, we divide the definition of these parameters into
separate stages as follows: for sufficiently close to the optimal values of the parameters Xg, Yg, Zg at
points 1-6, we find the angular elements «, w, x. For them, we find new values of Xg, Yg, Zg from the
first three equations of system (11) and repeat steps 1-6. The process is performed until the required
accuracy for linear elements is achieved. For angular EEO in the course of performance of points 1-6,
the above accuracy of their definition is reached.

Mathematical Modeling and Computing, Vol.9, No. 3, pp. 627-636 (2022)



Nonlinear method for determining external orientation elements of digital images ... 633

4. Analysis of the features of this technique on a specific example

Assume we have the coordinates on the ground and their values on the picture (Table 1). They can
be used to calculate the EEO, which are presented in the first line of Table 2. To assess the accuracy
of determining the EEO, perform the inverse transition, i.e., find the difference between the calculated
and given coordinates on the ground and calculate their weighted average deviation by the formula:

¢ — \/Eyzl(uz —wiT;) 4 (v — wig;)?
2n ’

As can be seen from Table 2 (1st row, 8th column), this value is quite significant, so there is a need to
clarify the EEO. According to the last column of this table, the value of s is significantly smaller for
the lines II and III, which indicates the specification of parameters whose values do not actually differ
from the initial ones (for example, for angular elements no more than 2-3 seconds, which is within
tolerance and more significant for linear ones [8]).

Table 1. Coordinates of reference points in the field and their coordinates on the image.

No X (m) Y (m) Z (m) | z; (mm) | y; (mm)
1 | 5455868.561 | 670717.53 | 574.4528 | 10.666 14.473
2 | 5455710.546 | 670755.539 | 581.1358 | 10.548 | —11.845
3 | 5455757.676 | 670693.335 | 576.7235 | 2.599 —1.760
4 | 5455834.278 | 670653.263 | 574.0395 | —0.642 12.248
5 5455702.22 | 670689.28 | 584.143 | —0.2962 | —10.931
6 | 5455819.224 | 670627.874 | 573.773 —5.392 10.974
7 | 5455762.244 | 670673.223 | 575.9528 | —0.445 | —0.1824
8 | 5455771.558 | 670673.121 | 575.5768 | —0.078 1.352

9 | 5455769.062 | 670691.815 | 576.0705 2.818 0.142

Table 2. Elements of the external orientation of the image.

No | « (degree) | w (degree) k (degree) Xs (m) Ys (m) Zg (m) S (m)
I 5°22'40.5"” | 0°54’6.45" | 14°44'20.18" 670650.1 5455759.04 784.62 9.26
IT | 5°22/40.75"” | 0°54’4.45" | 14°44’44.03" | 670655.844461 | 5455760.61351 | 785.92039661 0.2

IIT | 6°06'11.16" | 1°22'14.83" | 14°39'27.71" | 670653.215757 | 5455758.86862 | 784.98761149 | 0.12

However, for these two options (I, II lines of Table 2), the values of the parameters do not satisfy
the conditions of equations (4) or (11) (Table 3, I, II lines), because these values are not minimal.
Therefore, to find the optimal values, we apply the conditions (4). The results of the calculations are
presented in the third line of Table 3. Analysis of the values allows us to conclude that the optimal
results can be considered as the data of the third line, all values of which are actually zero. It should
be noted that the EEO are significantly different from those originally defined. Therefore, there is a
need for alternative verification of the results.

Table 3. The values of the derivatives of the function F' by the EEO (for the values presented in Table 1).

No oG o o 9G 9C oG
da Ow Ok 0Xs J9Ys 0Zg
I 53.355 15.052 —9.991 —482.036 —1.167TE+4 | —3.346E + 3
IT | —4.998E —5 | 3.507E —5 3.429E — 4 —53.162 —16.0314 —28.743
IIT | 3.313E —10 | —1.563E —9 | 5.354E — 11 | —4.902E — 8 | —7.809E — 8 | 2.878E — 7

To do this, use the algorithm proposed in the work. The initial data of linear elements are selected
from Table 2, line III. Based on numerical experiments, the lower limits of the angles of external
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orientation are established, and for the parameter «, the range of change should be insignificant
ha = 0.001° and for the other two elements it can vary in a wider range from —20° with step h,, , = 5°.

In Table 4, line I shows the calculations of the initial values, line II represents the results of the
algorithm. The analysis of the obtained results shows us that the values of the EEO elements obtained
in two different ways give almost the same values. In this case, the angular elements coincide to the sixth
decimal place (0.0001sec), and linear to the fifth one (0.01 mm). This indicates the high accuracy of
determining the elements of the proposed method. In practice, the accuracy of determining the spatial
coordinates of terrain points is regulated to the second for angular elements and to the centimeter for
linear elements; and these extra digits after the decimal point illustrate the convergence of the process.

Table 4. The results of the values of EEO, respectively, the initial and the calculated using proposed algorithm.

No a (degree) w (degree) K (degree) Xs (m) Ys (m) Zs (m)
I 6°06711.16154908" | 1°22/14.83492794" | 14°39/27.717336768" | 670653.215757 | 5455758.86862 | 784.987611
II 6°06'11.16159520” 1°2214.83729"” 14°39/46.195737577" | 670653.215757 | 5455758.86862 | 784.987608

Some warnings should be made regarding to the implementation of the algorithm. Since one of the
conditions when looking for solutions is to change the sign of the function, it is necessary to limit the
narrow intervals of change of these parameters and take them close to the solution. These values can
be obtained using other tools, such as software packages Digital, Mathcad. This process is allowed to
be carried out by numerical experiments. For example, the possibility of a significant deviation from
the solution of the elements w, x when performing the algorithm and the need for a more accurate
approximation for o & (0.01°) is established. The same refers to linear elements. We take them as
defined by other methods, and their further refinement is implemented using the proposed algorithm.

When solving a system of linear equations by the method of variation of constants, a number of
issues arise related to its implementation, and above all the possibility of obtaining a solution and the
possibility of replacing it with other simpler methods of understanding. However, given the specifics
of the problem, it is not possible to do so yet, because the behavior of the minimizing function is
unpredictable.

Therefore, there is a need for further improvement of the algorithm using other techniques for
solving equations, for example, using the method of chords and tangents to find the roots of a function
of one variable [8]. This can be the subject of further research.

5. Conclusions

1. The accuracy of determining the EEOs defined by traditional methods is insufficient to find the
coordinates on the ground.

2. Attracting additional conditions for the existence of the extremum clarifies the parameters of the
external orientation of the image.

3. The use of the nonlinear method complements the solution of systems of nonlinear equations with
the help of mathematical packages and helps to establish the limits of changes in the elements of
external orientation.

4. In the future, it is planned to create approximate numerical methods for solving the system of
nonlinear equations, which ensures the convergence of iterative processes to clarify the elements of
the EEO digital images obtained by UAVs.
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HeniHiliHnin metoa BU3HAYEHHS1 €/1eMEeHTIB 30BHILUHbOIrO OPIEHTYBaHHS
undcgpoBnx 300pakeHb oTpumanHunx 3 BINJ1A

®uc M. M., Tioros B. M.2, Bpunyn A. M.3, Ceiixka 3.4

! Haygonarvruti ynisepcumem “JIveiecvra noaimexnixa’,
eyn. C. Bandepu, 12, 79013, Jlveis, Yxpaina
2 Aepapruti ynisepcumem 6 Kpaxosi,
anea Miyxesuua, 21, 30-120, Kpaxis, Iloavwa

3aIponoHOBAHO METO/] 3aCTOCY BAHHSI IPSIMOTO PO3B I3y BAHHSI CUCTEM HeJIHIHIX PiBHIHD
JJTsT 3HAXOJIPKEHHST eJIeMEeHTIB 30BHimHboro opientysants (E30) mist BukoHaHHs aepodo-
To3HIMaHb Ge3misorHIME JiTanbHEME anapatamu (BILTA).

Enementn dyHKIIiN 30BHITHBOT Opi€HTAIIT ITyKAIOTh SK MiHiMyM MYHKIHT F', sika € CyMOI0
KBa/IpATIB PI3HUIb KOOPJAMHAT HA 3HIMKY Ta OOYHC/IEHUX 3a BUMIDSHUMU KOODIMHATAMEI
Ha MicneBocTi abo K GyHKIIl G, sika OyJIyeTbCsl 3 BUKOPUCTAHHSM yMOB KOJIIHEapHOCT1
Ta sIK CyMa KBaJpaTiB pisHuIb 3amaHux koopgmuar X;, Y, Z; (i = 1,2,...,n) Ha Mic-
1eBOCT] Ta OGYMCIIEHNX 3a BUMIDSHUMHU Ha 3HIMKY 3HadeHHsSMH Z;, y; (i = 1,2,...,n).
Bubip Takoro Bumy byHKIT, HA BiAMIHY BiJl KJIACKYIHOrO MiIX0/Ty, 00yMOBJIEHUI HACAMIIE-
PeJT MOXKJIUBICTIO peaJsiizaliil aJilfopuTMy 3a JOIOMOI0OI0 MaTEeMATHIHUX NaKeTiB. Bukonan-
Hsl yMOB MiHiMyMy &yHKiT G (piBHICTH YACTKOBUX TOXITHUX, SIKi JOPIBHIOIOTH HYJIO) Yy
[[bOMY BHUIIQJIKy € IIPOCTIIIMM, OCKiJIbKM wYacTuHa HeBimomux X;, Y;, Z; (mo4yaTok cucre-
MM KOODJMHAT — LEHTP MPOEKINT) BXOAUTH y MYHKIHIO K apryMeHTH, JiHIHHAM IHHOM.
Ile mae MOXKIWBICTD BU3HAYUTH IX Yepe3 KYTOBi €JIeMEHTH 30BHINTHBOIO OPIEHTYBaHHSI,
[0 CIIPOIILYE€ CHUCTEMY 3 IIEeCTH DIBHSHB JI0 CHCTEMHU TPbOX DIBHSHB, 3aJEXKHUX BiIl Ky-
toBux ejemenTiB. 11106 orpumaru iummi Tpu piBHsiHHS, QyHKIIO G 1udepeHIiooTh 3a
3MIHHUMH, $Ki 3aji€2KaTh BiJl KyToBUX ejieMeHTiB. OTpuMaHa TaKUM YUHOM CHCTEMA PiB-
HSHBb PO3B’AI3yETHCS METOJIOM Bapiallil mapaMeTpiB i Jla€ PO3B’I30K IIyKAHUX €JIEMEHTIB
30BHIINTHBOTO OPIEHTYBAHHS 3 BiIIOBIIHIM ITOYATKOBAM HAOJIMKEHHSIM.

3aIpoOHOBAHMIT AJITOPUTM JIA€ PeaIbHY MOXKJIMBICTh YTOYHATH 3HAYCHHS €JIEMEHTIB 30B-
HINTHBOT'O OPIEHTYBAHHS, JI0 TOTO K JIHINHI €JIleMEeHTH 30BHINTHHOTO OPIEHTYBAHHS BU3HATA-
IOTHCs 3 MAKCUMAJILHOIO TOYHICTIO, IO JIA€ MOXKJ/IUBICTD 301IBITUTH TOIHICTH TPOCTOPOBUX
KOODPJIMHAT TOYOK MiCIIEBOCTI.

3acrocyBaHHs IM(POBOro ompaloBants 300paxkedb 3 BIIJIA 103Bo/uTh 3HAYHO PO3IIIH-
puTu mianazon peasizarii aepodorozuimansb 3 BIIJTA mis Bupimenus pi3sHOMAHITHUX TO-
norpadivHnX, KaJaCTPOBUX Ta iHKEHEPHUX IIPODJIEM.

3alpOIIOHOBAHY METOJUKY alpoOOBAaHO Ha BIJMOBIIHUX Marepiajax aepodOTO3HIMaHb 3
BIIJTA Ha KOHTPOJIBHUX IIyHKTAX, IO MiATBEPAMIIO ONTHMAILHICTD METOIUKH.

Kntouosi cnoea: memod sapiauii napamempis, besnisommnudl Aimaavhud anapam, eae-
MEHMU 306HIWHDO20 OPIEHYBAHNA, HEATHITNT PIGHANHA.
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