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1. Introduction

Consider the following semi-linear boundary Cauchy problem





d

dt
u(t) = Amax(t)u(t) + F (t, u(t)), t > s ∈ J = R+ or R,

L(t)u(t) = f(t, u(t)), t > s ∈ J,
u(s) = x,

(1)

where Amax(t) ∈ L(D,X), L(t) ∈ L(D,Y ), X, Y and D are Banach spaces with D densely and
continuously embedded in X, a function F maps from J ×X to X and a function f maps from J ×X
to Y . The solution u : [s,∞) → X takes the initial value x ∈ X at time s. The homogeneous boundary
Cauchy problem associated with (1) is given by





d

dt
u(t) = Amax(t)u(t), t > s ∈ J,

L(t)u(t) = 0, t > s ∈ J,
u(s) = x.

(2)

This type of equation has recently been suggested and investigated as a model class with various
applications like population equations, retarded differential (difference) equations, heat equations and
boundary control problems (see e.g. [1–4] and the references therein).

The well-posedness of the linear boundary Cauchy problem (2) has been studied in [5] and [6]. In
these works, the authors have shown the existence of an evolution family solution to this problem.

The existence of solutions for the boundary Cauchy problem (1) in the case where F and f are
replaced by F (t, u(t)) ≡ F (t) and f(t, u(t)) ≡ f(t), respectively, was investigated in [1]. In this
paper, the authors have established a variation of constants formula which can be easily extended to
a variation of constants formula for (1) using the contraction fixed point theorem, see [7].

Recently in [2], using this variation of constants formula and the Lyaponov–Perron approach, the
authors have developed an invariant manifold theory for the nonlinear boundary Cauchy problems (1).
In [3], the authors have extended this theory to the invariant centre (stable and unstable) manifolds.
We note that in the above cited papers, the nonlinear terms f and F are generally assumed to satisfy a
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global Lipshitz continuity condition. However, in some cases, the modeling of real life equations leads
to equations of the type (1) with locally Lipshitzian functions F and f as for the following population
equation with diffusion called Fisher–Kolmogorov model:





∂

∂t
u(t, x) = γ(t)

(
∂2

∂x2
u(t, x) + ru(t, x)

)
−

r

C(t)
u2(t, x), t ∈ R+, x ∈ [0, π],

u′(t, 0) = u′(t, π) = h(t, u(t, ·)), t ∈ R+,

(3)

where u(t, x) represents the density of individuals of the population of size x ∈ [0, π] at time t, r > 0
represents the reproduction rate, and C(t) is the carrying capacity at time t. This population equation
can be formulated as the abstract boundary Cauchy problem (1) with F (t, u(t)) := − r

C(t)u
2(t) which

is not globally Lipshitzian. Motivated by this model of population equation, the aim of the present
work is to study the existence of local stable and unstable manifolds for the abstract problem (1).

The structure of the present paper is as follows: in Section 2 we cite assumptions for well-posedness
of the problem (1), the concepts of mild solution and exponential dichotomy. Section 3 is devoted to
the study of the existence of local stable and unstable manifolds. In Section 4 we discuss an attractivity
property of mild solutions related to local manifolds. In the last section, we illustrate our abstract
results and general assumptions by a non-autonomous Fisher–Kolmogorov equation.

To end this section, we give notations used in this paper. For Banach spaces X and Y , L(X,Y )
denotes the space of all linear bounded operators from X to Y , and L(X) := L(X,X). We denote
by idX the identity map defined on X. For an interval I ⊆ R+, Cb(I,X) is the space of all bounded
continuous functions from I into X.

Let A : D(A) ⊂ X −→ X be a closed linear operator, we denote by

ρ(A) := {λ ∈ R+ | λ idX −A : D(A) → X is bijective} and σ(A) := C \ ρ(A)

respectively the resolvent set and the spectrum of the operator A. For λ ∈ ρ(A), the operator R(λ,A) :=
(λ idX −A)−1 is called the resolvent of A.

2. Preliminaries

In this section, we give some definitions and results which will be used in the sequel.

Definition 1. A family of bounded linear operators U := (U(t, s))t>s∈J , J = R+ or R, on a Banach
space X is an evolution family if
(1) U(t, r)U(r, s) = U(t, s) and U(t, t) = idX for all t > r > s ∈ J ,
(2) the mapping {(t, s) ∈ J × J : t > s} ∋ (t, s) 7→ U(t, s) ∈ L(X) is strongly continuous.
An evolution family is called exponentially bounded if, in addition,
(3) there exist constants M > 1 and ω ∈ R such that:

‖U(t, s)‖ 6 Meω(t−s), for all t > s ∈ J.

When ω < 0 we say that U is exponentially stable.

Definition 2 (Exponential dichotomy). An evolution family (U(t, s))t>s∈J , on a Banach space X
is said to have an exponential dichotomy on J if there exist bounded linear projections P (t), t ∈ J ,
and positive constants N > 1 and α such that:
(i) U(t, s)P (s) = P (t)U(t, s), for t > s ∈ J ;
(ii) for all t > s ∈ J , U(t, s)|ImQ(s) is an isomorphism from ImQ(s) onto ImQ(t), where Q(t) =

idX − P (t). We denote the inverse of U(t, s)|ImQ(s) by Ũ(s, t);
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(iii) for all t > s ∈ J and x ∈ X, we have the following estimates

‖U(t, s)P (s)x‖ 6 Ne−α(t−s)‖P (s)x‖,

‖Ũ (s, t)Q(t)x‖ 6 Ne−α(t−s)‖Q(t)x‖.

Remark 1. It was shown in [8, Lemma 4.2] that if (U(t, s))t>s∈J has an exponential dichotomy, then
P := sup

t∈J
‖P (t)‖ < ∞. Moreover, for all x ∈ X, the mapping t 7→ P (t)x is continuous.

For necessary and sufficient conditions on the existence of exponential dichotomy, one can see for
example [8–10]. The following lemma gives a characterization of the space P (t)X when the evolution
family (U(t, s))t>s∈J has an exponential dichotomy, see [9, 11].

Lemma 1. Suppose that (U(t, s))t>s∈J has an exponential dichotomy with projections P (t), t ∈ J
and constants α, N > 0. Then, for τ ∈ J

P (τ)X =

{
x ∈ X : sup

t>τ
‖U(t, τ)x‖ < +∞

}
.

Definition 3. Let I ⊆ R. A family of linear (unbounded) operators (A(t))t∈I on a Banach space X
is called a stable family if there are constants M > 1, ω ∈ R such that (ω,+∞) ⊂ ρ(A(t)) for all t ∈ I
and ∥∥∥∥∥

m∏

i=1

R(λ,A(ti))

∥∥∥∥∥ 6 M(λ− ω)−m,

for λ > ω and any finite sequence t1, . . . , tm in I such that t1 6 t2 6 . . . 6 tm, m = 1, 2, . . ..

Let X, D and Y be Banach spaces such that D is densely and continuously embedded in X. For
all t ∈ J , the operators Amax(t) ∈ L(D,X), L(t) ∈ L(D,Y ) are supposed to satisfy the following
hypotheses:
(H1) there are positive constants C1, C2 such that

C1‖x‖D 6 ‖x‖+ ‖Amax(t)x‖ 6 C2‖x‖D,

for all x ∈ D;
(H2) for each x ∈ D, the mapping t 7→ Amax(t)x is continuously differentiable;
(H3) the family of operators (A(t))t∈J , where A(t) := Amax(t)|kerL(t), is stable with stability constants
M and ω0;
(H4) the operators L(t) : D → Y , t ∈ J , are surjective and t 7→ L(t)x is continuously differentiable for
all x ∈ D;
(H5) there exist constants γ > 0 and ω ∈ J such that

‖L(t)x‖Y >
λ− ω

γ
‖x‖X ,

for all x ∈ ker(λ−Amax(t)), λ > ω and t ∈ J .
In the following lemma, we cite consequences of the above assumptions from [12, Lemma 1.2].

Lemma 2. For each t ∈ J and λ ∈ ρ(A(t))
(i) L(t)|ker(λ−Amax(t)) is an isomorphism from ker(λ−Amax) to Y ,
(ii) the function t 7→ Lλ,ty is continuously differentiable for all y ∈ Y and

‖Lλ,t‖ 6
γ

λ− ω
, (4)

where Lλ,t :=
(
L(t)|ker(λ−Amax)

)−1
, for all λ > ω.
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It was shown in [6, Theorem 2.3] that under the assumptions (H2)–(H5) there exists an evolution
family (U(t, s))t>s∈J generated by (A(t))t∈J satisfying

‖U(t, s)‖ 6 Meω0(t−s), t > s ∈ J. (5)

That is t 7→ U(t, s)x is the unique solution of the problem (2), for all x ∈ D(A(s)).

Remark 2. Let u ∈ C([s,+∞[ ,X) such that F (·, u(·)) and f(·, u(·)) are locally integrable. It was
shown in [13, Proposition 3.2.2], that under the assumptions (H1)–(H5), the function

t 7→

∫ t

s

U(t, σ)F (σ, u(σ)) dσ + lim
λ→+∞

∫ t

s

U(t, σ)λLλ,σf(σ, u(σ)) dσ

is continuous on [s,+∞).

Definition 4. A mild solution of the problem (1) is a function u ∈ C([s,+∞[ ,X) such that F (·, u(·))
and f(·, u(·)) are locally integrable, and satisfying the following integral equation

u(t) = U(t, s)x+

∫ t

s

U(t, σ)F (σ, u(σ)) dσ + lim
λ→+∞

∫ t

s

U(t, σ)λLλ,σf(σ, u(σ)) dσ, (6)

for all t > s ∈ J .

The following perturbation result is needed in the sequel.

Lemma 3 (Ref. [14, Proposition 3.5]). Let (A(t))06t6T be a stable family of linear operators with
stability constants M and ω0. Let (B(t))06t6T , be bounded linear operators. If ‖B(t)‖ 6 k, for all
0 6 t 6 T , then (A(t) +B(t))06t6T is a stable family with stability constants M and M + kω0.

We end this section by recalling the cone inequality. First, we give the following definition.

Definition 5. A closed subset C of a Banach space X is called a cone if it has the following prop-
erties:

1) if x ∈ C , then λx ∈ C for all λ > 0,
2) if x, y ∈ C , then x+ y ∈ C ,
3) if x,−x ∈ C , then x = 0.

Let C be a cone and x, y ∈ C . If y − x ∈ C , we write “x 6 y”.

Theorem 1 (Ref. [15, Theorem I.9.3]). Let C be a cone given in a Banach space X such that C

is invariant under a bounded linear operator T ∈ L(X) having spectral radius r(T ) < 1. If an element
x ∈ X satisfies the inequality x 6 Tx + z for some z ∈ X , then it also satisfies the estimate x 6 y,
where y ∈ X is the solution of the equation y = Ty + z.

3. Existence of local manifolds

In this section we prove the existence of local stable and local unstable manifolds. We suppose that
the evolution family (U(t, s))t>s∈J solution to the problem (2) has an exponential dichotomy with
projections P (t), t ∈ J and positive constants α and N > 1.

Consider the following problem





d

dt
u(t) = Amax(t)u(t) + F (t, u(t)), t ∈ R+,

L(t)u(t) = f(t, u(t)), t ∈ R+.
(7)

Throughout the following subsection, we assume that the assumptions (H1)–(H5) are fulfilled for
J = R+.
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Moreover, we assume that the nonlinear perturbations F and f verify the following condition:
(H6) F (·, x) ∈ L1

Loc (R+,X), f(·, x) ∈ L1
Loc (R+, Y ) for all x ∈ X, F (·, 0) ≡ f(·, 0) ≡ 0 and there exist

positive constants R, LF and Lf such that

‖F (t, x)− F (t, y)‖ 6 LF‖x− y‖,

‖f(t, x)− f(t, y)‖ 6 Lf‖x− y‖,

for all t ∈ R+ and x, y ∈ X such that ‖x‖ 6 R and ‖y‖ 6 R.
We begin by the study of local stable manifolds.

3.1. Local stable manifolds

For a fixed τ ∈ R+, the set Xτ := Cb ([τ,+∞),X) equipped with the norm ‖u‖∞ := sup
t>τ

‖u(t)‖ is a

Banach space. The operator

Γ(t, s) :=

{
P (t)U(t, s) for t > s ∈ R+,

−Ũ(t, s)(I − P (s)) for t < s,
(8)

is called the Green’s function corresponding to (U(t, s))t>s∈R+
and P (t). It is easy to see that the

estimate
‖Γ(t, s)‖ 6 (1 + P )Ne−α|t−s| (9)

holds for all t, s ∈ R+.
We define the Lyapunov–Perron Operator T : Xτ ×X → Xτ by

T (u, x)(t) := U(t, τ)P (τ)x+

∫ ∞

τ

Γ(t, σ)F (σ, u(σ)) dσ

+ lim
λ→∞

∫ ∞

τ

Γ(t, σ)λLλ,σf(σ, u(σ)) dσ, for t > τ. (10)

The next lemma gives a characterisation of mild solutions of the problem (7) and properties of the
Lyapunov–Perron operator. The proof is similar to the one of [2, Proposition 6].

Lemma 4. The following assertions hold:
(i) the Lyapunov–Perron operator is well-defined;
(ii) For τ ∈ R+, let u ∈ Xτ and ξ ∈ P (τ)X, then the following statements are equivalent:

(a) u is a mild solution of the problem (7) on [τ,+∞) with P (τ)u(τ) = ξ.
(b) u is a fixed point of the Lyapunov–Perron operator T (·, ξ).

The existence of mild solutions is given in the following lemma.

Lemma 5. Assume that
2(1 + P )N(LF + γLf )

α
6

1

2
.

Then, for every ξ ∈ B
(

R
2N

)
∩ P (τ)X, there exists a unique mild solution u of the problem (7) on

[τ,+∞) satisfying sup
t>τ

‖u(t)‖ 6 R and P (τ)u(τ) = ξ.

Proof. Consider the closed ball

Bτ (R) :=

{
u ∈ Xτ : sup

t>τ
‖u(t)‖ 6 R

}
.

For ξ ∈ B
(

R
2N

)
∩ P (τ)X, the operator T (·, ξ) maps from Bτ (R) into itself. Indeed, let u ∈ Bτ (R)

‖T (u, ξ)(t)‖ 6 Ne−α(t−τ)‖ξ‖+RLF

∫ ∞

τ

‖Γ(t, σ)‖ dσ +RγLf

∫ ∞

τ

‖Γ(t, σ)‖ dσ
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6 N‖ξ‖+ (1 + P )RN(LF + γLf )

∫ ∞

τ

e−α|t−σ| dσ

6 N‖ξ‖+
2(1 + P )RN(LF + γLf )

α
.

Since ‖ξ‖ 6 R
2N and

2(1+P )N(LF+γLf )
α

6 1
2 , then sup

t>τ
‖T (u, x)(t)‖ 6 R and hence T (·, ξ) : Bτ (R) →

Bτ (R) is well defined.
Let now u1, u2 ∈ Bτ (R), we have

‖T (u1, ξ)(t)− T (u2, ξ)(t)‖ 6 (1 + P )N (LF + γLf )

∫ ∞

τ

e−α|t−σ| dσ ‖u1 − u2‖∞

6
2(1 + P )N (LF + γLf )

α
‖u1 − u2‖∞.

Thus, the application T (·, ξ) : Bτ (R) → Bτ (R) is contractive and therefore by applying the Banach
contraction principle, we get the existence of a unique u ∈ Bτ (R) such that u = T (u, ξ) and conse-
quently the result follows using Lemma 4. �

We now state the definition of a local stable manifold.

Definition 6. A set W l,s ⊂ R+ ×X is said to be a local stable manifold of the problem (7) if, for
every t ∈ R+, there exist positive constants R, R1 and R2 and a Lipschitz continuous mapping

s(t, ·) : B(R1) ∩ P (t)X → B(R2) ∩ kerP (t),

with Lipschitz constant independent of t such that:
(i) W l,s = {(t, ξ + s(t, ξ)) : t ∈ R+ and ξ ∈ B(R1) ∩ P (t)X}.
We denote by

W l,s
t :=

{
ξ + s(t, ξ) : (t, ξ + s(t, ξ)) ∈ W l,s

}
;

(ii) for each (τ, xτ ) ∈ W l,s, there is a unique mild solution of the problem (7) on [τ,+∞) satisfying
sup
t>τ

‖u(t)‖ 6 R and u(τ) = xτ .

Now we give the theorem of the existence of local stable manifolds.

Theorem 2. Assume that
2(1 + P )N (LF + γLf )

α
<

1

1 +N
.

Then, there exists a local stable manifold of the problem (7).

Proof. Put W l,s :=
{
(t, ξ + s(t, ξ)) : t > 0 and ξ ∈ B

(
R
2N

)
∩ P (t)X

}
, where R is given by hypothe-

sis (H6) and

s(τ, ξ) =

∫ ∞

τ

Γ(τ, σ)F (σ, u(σ)) dσ + lim
λ→∞

∫ ∞

τ

Γ(τ, σ)λLλ,σf(σ, u(σ)) dσ,

with u ∈ Bτ (R) is the unique mild solution of (7) such that P (τ)u(τ) = ξ.
First, we estimate s(τ, ξ):

‖s(τ, ξ)‖ 6

∫ ∞

τ

‖Γ(τ, σ)F (σ, u(σ))‖ dσ + lim
λ→∞

∫ ∞

τ

‖Γ(τ, σ)λLλ,σf(σ, u(σ))‖ dσ

6
2(1 + P )N (LF + γLf )

α
‖u‖∞

6
R

2
,

which means that s(τ, ·) maps from B
(

R
2N

)
∩ P (τ)X into B

(
R
2

)
∩ kerP (τ).
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Second, we prove that s(τ, ·) is Lipschitzian. Indeed, for ξ1, ξ2 ∈ B
(

R
2N

)
∩P (τ)X, let u1, u2 ∈ Bτ (R)

be the corresponding mild solutions. Then, u1 (respectively u2) is the unique fixed point of T (·, ξ1)
(respectively of T (·, ξ2)). Therefore, for t > τ ,

‖u1(t)− u2(t)‖ 6 ‖U(t, τ)(ξ1 − ξ2)‖+

∫ ∞

τ

‖Γ(t, σ)(F (σ, u1(σ)) − F (σ, u2(σ)))‖ dσ

+ lim
λ→∞

∫ ∞

τ

‖Γ(t, σ)λLλ,σ(f(σ, u1(σ)) − f(σ, u2(σ)))‖ dσ

6 N‖ξ1 − ξ2‖+
2(1 + P )N (LF + γLf )

α
‖u1 − u2‖∞.

Thus,

‖u1 − u2‖∞ 6
N

1− k
‖ξ1 − ξ2‖, (11)

with k :=
2(1+P )N(LF+γLf)

α
< 1

1+N
.

Furthermore,

‖s(τ, ξ1)− s(τ, ξ2)‖ 6
2(1 + P )N (LF + γLf )

α
‖u1 − u2‖∞

6
Nk

1− k
‖ξ1 − ξ2‖,

which means that s(τ, ·) is Lipschitz continuous with a Lipschitz constant k′ := Nk
1−k

.
Now, for a fixed τ ∈ R+, put

W l,s
τ :=

{
ξ + s(τ, ξ) : (τ, ξ + s(τ, ξ)) ∈ W l,s

}
,

we have

W l,s
τ =

{
ξ + s(τ, ξ) : ξ ∈ B

(
R

2N

)
∩ P (τ)X

}
.

Define the function

H : B

(
R

2N

)
∩ P (τ)X → W l,s

τ

by
H(ξ) = ξ + s(τ, ξ).

It’s obvious that H is surjective. Moreover, for ξ1, ξ2 ∈ B
(

R
2N

)
∩P (τ)X, suppose that H(ξ1) = H(ξ2).

Then,

‖ξ1 − ξ2‖ = ‖s(τ, ξ1)− s(τ, ξ2)‖

6 k′‖ξ1 − ξ2‖,

with k′ = Nk
1−k

< 1, thus (1−k′)‖ξ1−ξ2‖ 6 0 and consequently ‖ξ1−ξ2‖ = 0. Hence, H is invertible and

therefore, for every xτ ∈ W l,s
τ there exists a unique ξ in B

(
R
2N

)
∩ P (τ)X such that xτ = ξ + s(τ, ξ).

According to Lemma 5, there is a unique mild solution u ∈ Bτ (R) for the problem (7) such that
P (τ)u(τ) = ξ, this mild solution is the unique fixed point of the Lyapunov–Perron Operator T (·, ξ).
Consequently,

u(τ) = T (u, ξ)(τ)

= ξ + s(τ, ξ)

= xτ .

�
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3.2. Local unstable manifolds

Consider the following problem




d

dt
u(t) = Amax(t)u(t) + F (t, u(t)), t ∈ R,

L(t)u(t) = f(t, u(t)), t ∈ R.
(12)

In this subsection we prove the existence of local unstable manifolds. We assume that the hy-
potheses (H1)–(H6) are fulfilled for t ∈ R. For a fixed τ ∈ R, the set X−

τ := Cb ((−∞, τ ],X) is a
Banach space equipped with the norm ‖u‖∞ := sup

t6τ
‖u(t)‖. We define the Lyapunov–Perron Operator

T − : X−
τ ×X → X−

τ by

T
−(u, x)(t) := Ũ(t, τ)Q(τ)x + lim

λ→∞

∫ τ

−∞
Γ(t, σ)λLλ,σF (σ, u(σ)) dσ

+ lim
λ→∞

∫ τ

−∞
Γ(t, σ)λLλ,σf(σ, u(σ)) dσ, for t 6 τ, (13)

where Q(τ) := I − P (τ) and Γ(t, s) is the Green’s function defined in (8).
We now give the definition of a local unstable manifold.

Definition 7. A set W l,u ⊂ R×X is said to be a local unstable manifold of the problem (12) if for
every t ∈ R, there exist positive constants R, R1 and R2 and a Lipschitz continuous mapping

s(t, ·) : B(R1) ∩ kerP (t) −→ B(R2) ∩ P (t)X,

with Lipschitz constant independent of t such that:
(i) W l,u = {(t, ξ + s(t, ξ)) : t ∈ R and ξ ∈ B(R1) ∩ kerP (t)}. We denote by

W l,u
t :=

{
ξ + s(t, ξ) : (t, ξ + s(t, ξ)) ∈ W l,u

}
.

(ii) For each (τ, xτ ) ∈ W l,u, there is a unique mild solution of the problem (7) on (−∞, τ ] satisfying
sup
t6τ

‖u(t)‖ 6 R and u(τ) = xτ .

The main result of this subsection is given in the following theorem.

Theorem 3. Assume that
2(1 + P )N (LF + γLf )

α
<

1

1 +N
.

Then there exists a local unstable manifold of the problem (7).

Proof. The proof is analogous to the one of Theorem 2 with

s(τ, ξ) =

∫ τ

−∞
Γ(τ, σ)F (σ, u(σ)) dσ lim

λ→∞

∫ τ

−∞
Γ(τ, σ)λLλ,σf(σ, u(σ)) dσ,

for a fixed τ ∈ R, where ξ ∈ Q(τ)X, and u ∈ X−
τ is the unique mild solution of the problem (7) such

that Q(τ)u(τ) = ξ. �

4. Attractivity property for local manifolds

We give a result concerning with the attractivity of the mild solutions of the problem (7). More
precisely, we show that two mild solutions having initial values belonging to the same manifold are
attracting each other. The first result is concerned with local stable manifolds and is given in the
following theorem.
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Theorem 4. Assume that the assumption of Theorem 2 holds, let u and v be two mild solutions
of the problem (7) on [τ,+∞) corresponding to different initial values u(τ), v(τ) ∈ W l,s

τ . Then, there
exist constants ε, Cε > 0 such that

‖u(t)− v(t)‖ 6 Cεe
−ε(t−τ)‖P (τ)u(τ) − P (τ)v(τ)‖, for all t > τ.

Proof. Let τ ∈ R+ and u, v be two mild solutions of the problem (7) on [τ,+∞) corresponding

to initial values u(τ), v(τ) ∈ W l,s
τ , and set ξ1 := P (τ)u(τ) and ξ2 := P (τ)v(τ). Then, using (ii) of

Lemma 4, we get

‖u(t)− v(t)‖ 6 Ne−α(t−τ)‖ξ1 − ξ2‖+ (1 + P )N (LF + γLf )

∫ ∞

τ

e−α|t−σ|‖u(σ) − v(σ)‖ dσ, (14)

for all t > τ . On the space Cb([τ,∞),R+) endowed with the supremum norm, the operator T is defined
by

(Tφ)(t) := (1 + P )N (LF + γLf )

∫ ∞

τ

e−α|t−σ|φ(σ) dσ, for φ ∈ Cb([τ,∞),R+).

It is clear that T is linear. Moreover,

sup
t>τ

|(Tφ)(t)| 6
2(1 + P ) (LF + γLf )

α
sup
t>τ

|φ(t)|.

Thus, T ∈ L (Cb([τ,∞),R+)) with ‖T‖ < 1. If Φ(t) := ‖u(t) − v(t)‖ and z(t) := Ne−α(t−τ)‖ξ1 − ξ2‖,
then the inequality (14) becomes

Φ(t) 6 z(t) + (TΦ)(t), for all t > τ. (15)

On the space Cb([τ,∞),R), consider the cone C as the set of all non-negative functions. Thus, the
inequality (15) can be rewritten as

Φ 6 TΦ+ z.

Clearly, the cone C is invariant under the operator T . Hence, by Theorem 1 one can get that Φ 6 Ψ,
where Ψ is the solution in Cb([τ,∞),R) of the equation Ψ = TΨ + z, which can be written as the
following integral equation:

Ψ(t) = Ne−α(t−τ)‖ξ1 − ξ2‖+ (1 + P ) (LF + γLf )

∫ ∞

τ

e−α|t−σ|Ψ(σ) dσ. (16)

Now we will estimate Ψ. To do that, take a constant ε > 0 such that ε < α and Ψε(t) := eε(t−τ)Ψ(t).
From (16),

Ψε(t) = Ne(ε−α)(t−τ)‖ξ1 − ξ2‖+ (1 + P ) (LF + γLf )

∫ ∞

τ

e−α|t−σ|+ε(t−σ)Ψε(σ) dσ

:= zε(t) + (TεΨε)(t), (17)

where zε(t) := Ne(ε−α)(t−τ)‖ξ1 − ξ2‖ and Tε is the operator defined on Cb([τ,∞),R) by

(Tεφ)(t) := (1 + P ) (LF + γLf )

∫ ∞

τ

e−α|t−σ|+ε(t−σ)φ(σ) dσ.

We have

sup
t>τ

(Tεφ)(t) 6 (1 + P ) (LF + γLf )

∫ ∞

τ

e(ε−α)|t−σ|φ(σ) dσ

6
2(1 + P ) (LF + γLf )

α− ε
sup
t>τ

|φ(t)|.

Mathematical Modeling and Computing, Vol. 9, No. 3, pp. 678–693 (2022)



Local manifolds for non-autonomous boundary Cauchy problems: existence and attractivity 687

Thus, if ε < α − 2(1 + P ) (LF + γLf ), then Tε ∈ L (Cb([τ,∞),R)) and ‖Tε‖ < 1. Therefore, there
exists a unique solution Ψε ∈ Cb([τ,∞),R) of the equation (17) given by Ψε = (id− Tε)

−1 zε and

sup
t>τ

|Ψε(t)| 6 ‖(id − Tε)
−1‖ sup

t>τ
|zε(t)|

6
N

1− ‖Tε‖
‖ξ1 − ξ2‖.

If we put Cε :=
N

1−‖Tε‖
then

Ψ(t) 6 Cεe
−ε(t−τ)‖ξ1 − ξ2‖, for all t > τ

and the proof is achieved. �

We now state the result concerning attractivity with respect to local unstable manifolds.

Theorem 5. Assume that
2(1 + P )N (LF + γLf )

α
<

1

1 +N
.

If u and v are two mild solutions of the problem (7) on (−∞, τ ] corresponding to different initial values

u(τ), v(τ) ∈ W l,u
τ . Then, there exist constants ε, Cε > 0 such that

‖u(t)− v(t)‖ 6 Cεe
−ε(t−τ)‖Q(τ)u(τ) −Q(τ)v(τ)‖, for all t 6 τ.

Proof. The proof is similar to Theorem 4. �

5. Application: non-autonomous Fisher–Kolmogorov equation

In this section, we apply our abstract hypothesis and the existence result of local manifolds to the
following population equation with diffusion:





∂

∂t
u(t, x) = γ(t)

(
∂2

∂x2
u(t, x) + ru(t, x)

)
−

r

C(t)
u2(t, x), t ∈ R+, x ∈ [0, π],

u′(t, 0) = u′(t, π) = h(t, u(t, ·)), t ∈ R+,

(18)

where u(t, x) represents the density of individuals of the population size x ∈ [0, π] at time t, the
constant r > 0 represents the reproduction rate, and C(t) is the carrying capacity at time t. We
assume that r 6= n2 for all n ∈ N.

To achieve our goal, we assume the following hypothesis:

(B1) R+ ∋ t 7→ γ(t) is continuously differentiable, R+ ∋ t 7→ 1
C(t) is locally integrable and there are

positive constants γ, γ and C such that

0 < γ 6 γ(t) 6 γ,

C(t) > C > 0, for all t ∈ R+,

(B2) h(·, u) ∈ L1
Loc (R+,R) for all u ∈ L1([0, π]), h(·, 0) ≡ 0 and there exist positive constants R and

L > 0 such that

‖h(t, u1)− h(t, u2)‖ 6 L‖u1 − u2‖,

for all t ∈ R+ and u1, u2 ∈ L1([0, π]) verifying ‖u1‖ 6 R and ‖u2‖ 6 R.

Mathematical Modeling and Computing, Vol. 9, No. 3, pp. 678–693 (2022)



688 Jerroudi A., Moussi M.

Define the Banach spaces X := L1([0, π]), Y := R
2 and D := W 2,1([0, π]). D is equipped with the

norm
‖u‖D := ‖u‖1 + ‖u′‖1 + ‖u′′‖1, for u ∈ D,

where ‖ · ‖1 is the usual norm in L1([0, π]). The space (D, ‖ · ‖D) is Banach space continuously and
densely embedded in X. The problem (18) can be reformulated as the following abstract boundary
Cauchy problem: 




d

dt
u(t) = Amax(t)u(t) + F (t, u(t)), t ∈ R+,

L(t)u(t) = f(t, u(t)), t ∈ R+,
(19)

where Amax(t) is defined on X by

Amax(t)u := γ(t)
(
u′′ + ru

)
,

with the domain
D(Amax(t)) = D,

L(t) : D → Y is defined by

L(t)u :=

(
u′(0)
u′(π)

)
, for u ∈ D,

the functions F : R+ ×X −→ X and f : R+ ×X −→ Y are defined by

f(t, u) =

(
h(t, u)
h(t, u)

)
,

F (t, u) = −
r

C(t)
u2, for all t ∈ R+ and u ∈ X.

Lemma 6. Under the assumptions (B1) and (B2), the problem (19) satisfies the conditions (H1)–
(H5) and (H6). Moreover, the family of operators (A(t))t∈R+

generates an evolution family
(U(t, s))t>s∈R+

having an exponential dichotomy.

Proof. Verification of (H1): for u ∈ D and t ∈ R+,

min{1, γ}

1 + γr

(
‖u‖1 + ‖u′′‖1

)
6 ‖u‖1 + ‖γ(t)(u′′ + ru)‖1

6 max {γ, 1 + rγ}
(
‖u‖1 + ‖u′′‖1

)
.

Since the norms ‖u‖D and (‖u‖ + ‖u′′‖) are equivalent in D (see [16]), we get (H1).
Verification of (H2): obvious.
Verification of (H3): let λ > γr, by Lemma 8 we have λ ∈ ρ(A(t)) and

‖R(λ,A(t))‖ 6
1

λ− γr
.

Therefore, ∥∥∥∥∥

k∏

i=1

R (λ,A(ti))

∥∥∥∥∥ 6
1

(λ− γr)k
,

for λ > γr and any finite sequence 0 6 t1 6 . . . 6 tk.
Verification of (H4): for (a, b) ∈ R

2, define the function

u(x) :=
1

2
bx2 + a

(
x−

1

2
x2

)
,

u ∈ D and L(t)u = (a, b).
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Verification of (H5): let λ > rγ. Then, for u ∈ ker (λ−Amax(t)), we have

u′′ −
λ− rγ(t)

γ(t)
u = 0,

therefore, there exist a, b ∈ R such that

u(x) = aeθ(t)x + be−θ(t)x, for x ∈ [0, π]

with θ(t) :=
√

λ−rγ(t)
γ(t) . Thus,

‖u‖1 6

∫ π

0

∣∣aeθ(t)x
∣∣ dx+

∫ π

0

∣∣b−θ(t)x
∣∣ dx

=
1

θ(t)

(
|a|eθ(t)π − |a|

)
−

1

θ(t)

(
|b|e−θ(t)π − |b|

)

=
1

θ(t)

(
|a|eθ(t)π − |b|e−θ(t)π + |b| − |a|

)

6
1

θ2(t)

(
|u′(0)| + |u′(π)|

)
.

We obtain, ‖L(t)u‖ >
λ−rγ
γ

‖u‖1.

Verification of (H6): let u, v ∈ L1([0, π]) such that ‖u‖ 6 R and ‖v‖ 6 R. Then, for all t > 0

‖F (t, u) − F (t, v)‖ 6
r

C
‖u2 − v2‖

6
2Rr

C
‖u− v‖.

�

Lemma 7.

(i) There exists an evolution family (U(t, s))t>s∈R+
generated by (A(t))t>0;

(ii) the evolution family (U(t, s))t>s∈R+
has an exponential dichotomy.

Proof. The assertion (i) is a consequence of the previous lemma.
Let (T (t))t∈R+

be the semigroup generated by the operator A defined in (21). Then, the evolution
family (U(t, s))t>s∈R+

is given by

U(t, s) = T

(∫ t

s

γ(τ) dτ

)
, for all t > s ∈ R+. (20)

From (ii) of Lemma 8 we conclude that U(t, s)|ImP2
is an isomorphism on ImP2. Moreover, the

following estimates hold

∥∥U(t, s)|P1X

∥∥ =

∥∥∥∥∥T
(∫ t

s

γ(τ) dτ

) ∣∣∣∣
P1X

∥∥∥∥∥ 6 Ne−αγ(t−s),

∥∥ (U(t, s)|P2X)−1
∥∥ =

∥∥∥∥∥T
(
−

∫ t

s

γ(τ) dτ

) ∣∣∣∣
P2X

∥∥∥∥∥ 6 Ne−αγ(t−s).

Then (U(t, s))t>s∈R+
has an exponential dichotomy. �

We are now ready to state the main result of this section which is a direct application of Theorem 2.

Theorem 6. If the assumptions (B1) and (B2) are verified with small enough constants L and 2Rr
C

.
Then, there exists a local stable manifold of the Fisher–Kolmogorov equation (18).
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6. Appendix

The following theorem gives a characterization of generators of strongly continuous semigroups.

Theorem 7 (Ref. [17]). Let (A,D(A)) be a linear operator on Banach space X and let ω ∈ R+,
M > 1 be constants. Then, the following properties are equivalent.

(a) (A,D(A)) generates a strongly continuous semigroup (T (t))t∈R+
satisfying

‖T (t)‖ 6 Meωt for all t ∈ R+.

(b) (A,D(A)) is closed, densely defined, and for every λ > ω one has λ ∈ ρ(A) and

∥∥ [(λ− ω)R(λ,A)]n
∥∥ 6 M for all n ∈ N.

We now state a theorem concerning with bounded perturbations of generators of strongly continuous
semigroups.

Theorem 8 (Ref. [17]). Let (A,D(A)) be the generator of a strongly continuous semigroup
(T (t))t∈R+

on a Banach space X satisfying

‖T (t)‖ 6 Meωt for all t ∈ R+

and some ω ∈ R+, M > 1. If B ∈ L(X), then

C := A+B with D(C) := D(A)

generates a strongly continuous semigroup (S(t))t∈R+
satisfying

‖S(t)‖ 6 Me(ω+M‖B‖)t for all t ∈ R+.

Let r > 0 such that r 6= n2 for all n ∈ N. Define the operator A : L1([0, π]) → L1([0, π]) by

Au := ∆u+ ru (21)

with the domain
D(A) =

{
u ∈ W 2,1([0, π]) : u′(0) = u′(π) = 0

}
.

In the following lemma, we give some properties of the operator A.

Lemma 8.

(i) For all λ > r, we have λ ∈ ρ(A) and

‖R (λ,A) ‖ 6
1

λ− r
.

Moreover, A is a generator of an analytic semi-group (T (t))t∈R+
.

(ii) There exist two spectral projections P1 and P2 satisfying the following:
(a) P1 + P2 = idX and P1P2 = 0;
(b) T (t)Pj = PjT (t), for all t ∈ R+ and j = 1, 2;
(c) for all t ∈ R+, T (t)|ImP2

is an isomorphism on ImP2;
(d) there are positive constants N , α such that for all t ∈ R+

‖T (t)|P1X‖ 6 Ne−αt,

‖ (T (t)|P2X)−1 ‖ 6 Ne−αt.
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Proof. Consider the operator A1 : L
1([0, π]) → L1([0, π]) defined by

A1u := ∆u, D(A1) =
{
u ∈ W 2,1([0, π]) : u′(0) = u′(π) = 0

}
. (22)

It is known that A1 generates an analytic semi-group of contraction.
Therefore, assertion (i) is a direct consequence of Theorem 7, Theorem 8 and [17, Theorem III.1.12].

Moreover, the spectrum of the operator A defined in (21) is given by

σ(A) = {r − k2 : k ∈ N}.

Using the spectral mapping theorem for analytic semigroups, we have for a fixed t0 > 0

σ (T (t0)) \ {0} = et0σ(A).

Therefore, σ (T (t0)) consists of two disjoint compact sets σ1 ⊂ {z ∈ C : ‖z‖ < 1} and σ2 ⊂
{z ∈ C : ‖z‖ > 1}.

Let γ1 be a contour in {z ∈ C : ‖z‖ < 1} enclosing σ1 and γ2 a contour in {z ∈ C : ‖z‖ > 1} enclosing
σ2. For the operator T (t0), consider the following spectral projection corresponding to σi, i = 1, 2
defined by

Pi :=
1

2πi

∫

γi

R (λ, T (t0)) dλ. (23)

Then,

P1 + P2 =
1

2πi

∫

∂U

R (λ, T (t0)) dλ,

where ∂U is the boundary of some open neighborhood U of σ(T (t0)). If we take an open ball U
centered at 0 and of radius R := 2‖T (t0)‖, then the series

R(λ, T (t0)) =

∞∑

n=0

λ−n−1T (t0)
n

converges in L(X) uniformly on ∂U . Using the Cauchy’s integral formula, one can get

1

2πi

∫

∂U

R (λ, T (t0)) dλ = idX .

On the other hand, using the Fubini’s theorem, we get

P1P2 =
1

(2πi)2

∫

γ1

∫

γ2

R (λ2, T (t0))R (λ1, T (t0)) dλ2 dλ1

=
1

(2πi)2

∫

γ1

∫

γ2

1

λ1 − λ2
(R (λ2, T (t0))−R (λ1, T (t0))) dλ2 dλ1

=
1

2πi

∫

γ2

R (λ2, T (t0))

(
1

2πi

∫

γ1

1

λ1 − λ2
dλ1

)
dλ2

−
1

2πi

∫

γ1

R (λ1, T (t0))

(
1

2πi

∫

γ2

1

λ1 − λ2
dλ2

)
dλ1.

From the Cauchy’s integral formula

∫

γ1

1

λ1 − λ2
dλ1 =

∫

γ2

1

λ1 − λ2
dλ2 = 0.

Thus P1P2 = 0.
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Now, from the fact that T (t0) and T (t) commute, for λ ∈ ρ(T (t0)) and µ ∈ ρ(T (t))

R(λ, T (t0))R(µ, T (t)) = R(µ, T (t))R(λ, T (t0)),

then we obtain
PiR(µ, T (t)) = R(µ, T (t))Pi.

Therefore, PiT (t) = T (t)Pi and then (b) is shown.
Denote by T1(t) := T (t)P1 and T2(t) := T (t)P2 for all t ∈ R+. One can see that (T1(t))t∈R+

and
(T2(t))t∈R+

are strongly continuous semi-groups defined on P1X and P2X, respectively. Moreover, from
the spectral decomposition, one has σ (T1(t)) = σ1 and σ (T2(t)) = σ2. Since σ1 ⊂ {z ∈ C : ‖z‖ < 1},
then the semigroup (T1(t))t∈R+

is exponentially stable, that is, there are positive constants N1 and δ
such that

‖T1(t)‖ 6 N1e
−δt, for all t ∈ R+.

On the other hand, since 0 /∈ σ (T2(t)), then T2(t) is invertible and then it can be extended to a group
(T2(t))t∈R in P2X such that T2(−t) = T−1

2 (t) for all t ∈ R+. Furthermore, for all t ∈ R+, the spectral
radius of T2(−t)P2 satisfies r (T2(−t)P2) < 1. Thus, there are positive constants N2, γ such that

‖TQ(−t)P2‖ = ‖(T (t)|P2X)−1‖ 6 N2e
−γt, for all t ∈ R+.

By taking α := min{δ, γ} and N := max{N1, N2}, the lemma is proved. �
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Локальнi многовиди для неавтономних крайових задач Кошi:
iснування та притягання

Джеррудi А., Муссi М.

Кафедра математики та iнформатики,

Науковий факультет Унiверситету Мухаммеда I,

60000 Уджда, Марокко

У цiй роботi встановлено iснування локальних стiйких i локально нестiйких много-
видiв для нелiнiйних крайових задач Кошi. Крiм того, отриманi результати проiлюст-
ровано застосуванням до неавтономного рiвняння Фiшера–Колмогорова.

Ключовi слова: неавтономна крайова задача Кошi, локальний многовид, неавто-

номне рiвняння Фiшера–Колмогорова.
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