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FORECASTING FUEL CONSUMPTION IN MEANS
OF TRANSPORT WITH THE USE OF MACHINE LEARNING

Summary. Transport is a key factor influencing greenhouse gas emissions. In relation to this,
the issues and challenges facing the transport industry were presented. The issues of challenges for
the transport industry related to the European Green Deal were discussed. It discussed how the
transport system is critical for European companies and global supply chains. The issues related to
the exposure of society to costs are presented.: greenhouse gas emissions and pollution. The article
deals with the issues of managing transport processes in an enterprise. It was decided to raise the
topic of fuel consumption in means of transport. Based on a review of the scientific literature, 3
categories of features are indicated: the vehicle characteristics, the driver's characteristics, and the
route's impact on fuel consumption. The study is based on actual data from the archives of the GPS
vehicle monitoring system. Data was collected on 1890 routes operated between May 30, 2020, and
May 31, 2021. The routes were performed by twenty-nine drivers and 8 vehicles. The vehicles are
40-ton road sets consisting of a tractor unit and a semi-trailer. The analysis of factors influencing
fuel consumption is presented. The methodology for conducting feature engineering is described.
The benefits of using the method of reducing fuel consumption are presented. The possibilities of
using the methods of forecasting electricity and hydrogen consumption in various means of
transport, including public transport, where indicated. The data is processed using the Pandas
library. The models are compared according to the MAE success measure. The application of
methods of working with large data sets is presented. The calculations are made with the help of the
NumPy library. Data visualization is done with Matplotlib and Seaborn. Scikit-Learn models are
used.
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1. INTRODUCTION

Reducing the consumption of carbon monoxide emissions is a major challenge for the transport
industry. Climate change and environmental degradation pose a threat to Europe and the rest of the world.
The European Green Deal Action Plan was designed to meet these challenges. Applying the plan will
transform the EU into a modern, resource-efficient and competitive economy with a sustainable transport
system. The economy is set to reach zero net greenhouse gas emissions in 2050, decoupling economic
growth from resource use, which no one or no region will be left behind. Reducing net greenhouse gas
emissions by at least 55 % by 2030 compared to the 1990-year level is a goal that transport policy is also
part of. Achieving these goals requires the cooperation of organizations in many areas. The scientific area
requires involvement in research in various disciplines. In addition to developing modern technologies,
responsible management of the resources that current technology uses is essential. The management of
transport processes affects the consumption of resources. Good management needs knowledge based on
scientific evidence. Fuel consumption is one of the main costs of road transport. Actions to optimize fuel
consumption are desirable. It is dictated by both ecological and economic factors. Artificial intelligence
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and machine learning solutions help solve problems in many industries. One of them is broadly understood
transport. Scientists around the world continue their efforts to replace people in tiresome repetitive tasks
with machines. Such activities are beneficial in the context of sustainable development and care for human
health. Replacing people with machines allows reducing the amount of time spent by them in front of the
monitor, often in an unhealthy position. This allows people to focus on tasks that require natural
intelligence such as building relationships. For people involved in the management of transport processes,
it is important to build a relationship with the customer or carrier.

2. RESEARCH STATEMENT

The problem is the number of features that a person, managing transport processes, must consider.
Making forecasts with so many factors in mind is difficult. There are studies on forecasting fuel
consumption. The problem is different due to the type of vehicle and the specifics of the work. This study
addresses the issue of 40-tonne vehicles that drive several hundred kilometers each day. The problem is
energy and fuel consumption. The impact of greenhouse gas emissions has a detrimental effect on the
environment. On the other hand, the growing cost of fuels translates into the price of goods transported by
road transport. The costs of the transport service translate into increased prices in stores. Considering every
point of view, the problem of wear is worth the efforts of scientists from many fields. The issues concern
research on the use of modern means of transport and the use of existing ones. The problem is the
difficulty in finding bottlenecks in the operation of vehicles and drivers. The amount of data generated by
vehicle monitoring systems are large and difficult to effectively analyze using standard statistical methods.

3. RELEVANCE OF THE STUDY
The study is important to improve the management of transport processes. The development of a
method of selecting features for a machine-learning model will allow the model to be trained efficiently.
This is important for management. Operators can save time and spend it on tasks that require natural
intelligence. The importance of research is significant in the context of the efforts of scientists around the
world struggling with climate change. Conducting this experiment based on facts about factors influencing
fuel consumption has made a significant contribution to the development of research.

4. AIM AND THE TASKS OF THE STUDY

The goal is to train a model that will forecast fuel consumption by means of transport. To achieve
this goal, it is essential to develop a scientific method for selecting features and conducting a feature
engineering process. The article deals with research consisting of the following stages: gathering data, data
preparation, data wrangling, data analysis, and training model. Gathering data is the first stage in the
machine learning life cycle. The purpose of this step is to find and control all data problems. At this point,
it is necessary to find the different data sources. It is one of the most important stages in the life cycle. The
amount and quality of the collected data will decide the performance of the output. The more data, the
more correct the forecast will be. After doing the above, a consistent set of data that will be used in the
next stages of the machine learning life cycle are got. In practice, the quality of the final models depends
much more on the quality of the prepared data than on the choice of the model itself and its optimization.
After collecting the data, it is needed to be prepared for the next steps. At this stage, the data is put in the
right place and prepared for use in machine learning. At this point, it first combines all the data and then
randomizes their order. This step can be divided into two processes: data exploration and data pre-
processing for analysis It serves to understand the nature of the data we need to work with. Data research
allows for understanding the characteristics, format, and quality of the data. A better understanding of the
data leads to better results. Thus, you find correlations, general trends, and outliers. Data processing is the
process of cleaning and converting raw data directly from the GPS vehicle tracking system into a usable
format. Only based on excellent quality data can an excellent quality analysis and forecast be made.
Various problems can arise with the collected data, such as missing values that are not specified, values
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that are meaningless or undefined; duplicate data; invalid values that are outside the desired range; spelling
mistakes, word permutation; noise, or contradiction of information. Data cleansing is a necessary step as
the value of data depends not only on the amount of data but also on the quality of the information
collected. There are many processing methods that can improve the quality of the data. Data Analysis as a
stage in machine learning consists in analyzing data that has already been cleaned and prepared. The goals
of this step are selecting the analytical methods of the algorithms; creating machine learning models;
checking the results of models. Usually, for each problem, there are several algorithms that can be used.
Often it is necessary to use the trial-and-error method. More often than choosing an algorithm is working
with features for specific data.

5. ANALYSIS OF RECENT RESEARCH AND PUBLICATIONS

Scientists in [1] built models for fuel consumption prediction based on data from a smartphone and
the OBD (On-Board Diagnostic) system in taxis. The following models were used to model the forecasts:
carrier vector regression, backpropagation errors, carrier vector regression, random forests, and neural
networks. The inputs were: average speed, average acceleration, average deceleration, percentage of
acceleration time, and percentage of deceleration time. The best model was a random forest.

Artificial neural networks have been used to predict fuel consumption in vehicles operating in energy
companies. The fleet of vehicles includes maintenance eliminating downtime, service, and supervision. The
input data to the network consisted of the number of cylinders, displacement volume, number of valves,
model, and weight of the vehicle [2].

Scientists from Turkey have built 3 models to predict instantaneous and overall fuel consumption.
Several methods were selected for the study: multiple linear regression, support vector machine and
artificial neural network. Fuel type, swept volume, frontal area, vehicle weight, distance, and average
speed were used as input data. The support vector machine worked best [3].

In [4], scientists built predictive models based on large data sets. The input data included: car
segment, make, model, year, gearbox type, engine capacity, driving time, and distance. The models
selected for the experiment carrier vector regression and artificial neural networks turned out to be better.
In [5] the prediction of diesel oil consumption in heavy goods vehicles was made.

The Jupyter Notebook [6] is an editor for programming code. The authors' goal is to make the tool
available to multiple audiences. Jupyter is a notebook that allows users to experiment with code. It is
available in open access. Pandas [7] is a data-processing programming library. NumPy [8] is the programming
library for calculation analysis, and Scikit-Learn [9] is the machine learning programming library.
Matplolib [10] and Seaborn [11] are visualization programming libraries. GitHub [12] is a repository for
programming projects. The above methods are shown in Fig. 1. Each method was assigned the number of
citations in the Scopus and ResearchGate database as of May 15, 2022. It was decided to also quote from
Researchgate as not all articles are indexed in Scopus.

Scikit-Learn —

Matplotlib

NumPy

Jupyter Notebook -

Pandas
GitHub

EEm Researchgate
Seaborn I Scopus

(I) SOVOO 100'00 150'00 20000 25000 30000 35000 40000

Fig. 1. The number of method citations in Scopus and Researchgate
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6. PRESENTATION OF BASIC MATERIAL

The statistical method, including regression and correlation analysis, is used in the project. An
experimental method was used in the project. The experiments consist of checking which model will make
the lesser error. Data processing and model training was performed in the Jupyter Notebook editor and the
Python programming language. The methods of using Python are described in [13] The import system, the
Python code in one module accesses the code in another module through the import process. Programming
libraries: Pandas [14] for data processing, NumPy [15] for calculation analysis, Scikit-Learn [16] for
machine learning, Matplotlib, and Seaborn for visualization are used to complete the project. ELIS is a
library that allows checking what features were important for the model. It is compatible with many
frameworks. ELI5 is a Python library that allows visualizing and checking which features have influenced
the model.

The data for analysis were collected from the

<class "pandas.core.frame.DataFrame™>]
RangeIndex: 1890 entries, @ to 1889 archive system of the GPS monitoring system of the
Data columns (total 24 wﬂs): d he d is fi
 Toolonr Non-Null Cound Dtype road transport company. The date range 1s from May
cestleeees 0 IEESEET Sl 30, 2020, to May 31, 2021. Twenty-nine drivers
© JPLATE 1890 non-null | object . .

1 IorTver 1890 non=riii | ob3ect took part in the survey. Data saved in xIs format was
2 |ISTART_DATE 1890 non-null | object converted to csv format and loaded into Jupyter
3 JSTART_PLACE 1890 non-null | object . .

2 [eno_pate 1890 non-null | object Notebook using the read function of the Pandas
5 JEND_PLACE 1890 non-null | object library. Fig. 2 shows information about a dataset.
6 JDRIVING_TIME 1890 non-null | object . . . .

7 lstop_TINE 1890 non-null | object The data is presented in a DataFrame using the info
8 |ICAN_DISTANCE 1890 non-null | float64 function. The data marked with the black rectangle
9 |lGPS_DISTANCE 1890 non-null | int64 .. . .

10 flusep_FueL 1890 non-null | float6a shows the basic information. The dataset consists of
1; t‘gﬁ'ﬂ_giggil’ﬂf”m iggg "0"'”011 f1°zt64 1890 rows labeled with sequential numbers from 0 to
1 AEAN_ non-nu int64 . .

13 [Max_speep 1890 non-null | intsa 1889 in 24 columns. The data marked in the red
14 ESTART_MILEAGE 2820 noncnULLY janeed frame means the next number. It is important in the
15 J|END_MILEAGE 1890 non-null | int64 . .

16 JcarGo WETGHT 1898 non-null | float6a next stage of data processing. Numbering starts
17 JORIVER_YEAR_BORN 1890 non-null § floaté4 from 0. The data in the green frame are the names of
18 |lQTY_DRIVERS 1890 non-null | int64 ) .
19 JTRUCK_YEAR_PRODUCTION| 1890 non-null| float64 the columns. PLATE stands for a unique registration
20 KW 1890 "0“‘”"3 203:23 number for each vehicle. DRIVER stands for a unique
21 JDM3 1890 non-nu oa . .
22 HTRUCK_WEIGHT 1890 non-null | float64 name and surname for each driver. START_DATE 1S
di3 MAX;IRUEEZE’;?LWF1221(61399;0“;?;}1_ floaté4 the start date of the drive consisting of a year, month,

ypes: oa R , objec . .
nemory usage: 354.5+ KB day, hour, and minute. START PLACE is the address

of the place of loading. END DATE is the end date
of the drive consisting of a year, month, day, hour,
and minute. END PLACE is the address of the

place of unloading. DRIVING TIME means how much driving time was between the start and end of the
route. STOP_TIME means how much time the stop was between the start and the end of the route.
CAN_DISTANCE is the distance traveled between the start and end of the route according to the
tachograph. USED FUEL is the amount of fuel consumed on the route expressed in cubic meters. This is
the target variable. MEAN USED FUEL FHKM is the average fuel consumption per kilometer.
MEAN_SPEED is the average speed of the route. MAX SPEED is the maximum speed on the route.
START_ MILEAGE marks the mileage of the vehicle at the start of the route. END MILEAGE means the
mileage of the vehicle at the end of the routee. CARGO WEIGHT is the weight of the goods.
DRIVER _YEAR BORN is the driver's year of birth. QTY DRIVERS is the number of drivers in the
crew. TRUCK_YEAR PRODUCTION is the year of manufacture of the vehicle. KW is the vehicle power
expressed in kilowatts. DM3 is the engine capacity. TRUCK WEIGHT is the curb weight of the vehicle.
MAX TRUCK TOTALWEIGHT is the gross vehicle weight. The data marked in the blue frame means
the amount of non-null data. In this case, all data is complete. The data marked in the yellow frame

Fig. 2. Information about the dataset
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indicates the type of the variable. The data in gray are summarized. The counted number of variable types
in columns and the memory used appear here.

Table 1 shows the statistical analysis of the numerical features. The following features mean: X —
mean; ¢ — standard deviation; V — coefficient of variation; q2 — median; min. — minimum; max. —
maximum; ql — 1 quartile; q3 — 3 quartile; q — quartile difference; V, — positional coefficient of variation.
Based on scientific knowledge, the key data for modeling on distance and fuel consumption are assessed as
possible and correct. Vehicle speed data is unrealistic and there are errors in reading the device. No
negative speed is possible, neither negative nor exceeding 600 [km/h]. This information is important for
modeling. A method must be found to solve this problem by, for example, discarding extreme values. Data
on drivers and vehicles vary. This will allow the modeling to examine the influence of individual features
and their configuration.

Table 1
Data set statistics

Feature X o \Y q2 Min. Max. ql q3 q V4
Distance
tachograph | 466.82 | 200.03 | 42.85|493.17| 0 981.7 | 331.06 | 633.34 | 151.14 | 30.64
[km]
Distance
GPS [kun] 44874 | 196.64 | 43.82 | 472 1 952 313 612 149.5 31.67
Fuel [dm’] 13926 | 60.95 | 43.76 | 14537 | 1.5 | 35522 | 9821 | 182.14 | 41.96 | 28.87
Fuel
dm/100km) | 3063 6.60 | 215413024 | 0 | 12159 | 265 | 3379 | 3.64 12.05
Meanspeed | ¢y ¢ | 266 [4637| 70 | 297 | 649 59 76 8.5 12.14
[km/h]
Max speed 94.09 626 | 6.65 | 93 0 114 92 96 2 2.15
[km/h]
Start mileage | 4015 | 3015 | 67.58 | 35176 | 61.16 | 1111.64 | 199.34 | 639.77 | 22021 | 62.60
[1000 km]
End mileage
[1000. k] 446.6 | 301.48 | 67.51 | 351.98 | 61.71 | 1111.65 | 200.03 | 640.31 | 220.14 | 62.54
ﬁ;‘rgowelght 1400 | 042 | 3.03 | 14 0 2 14 14 0 0
E;Xeryear 197493 | 271 | 0.14 | 1975 | 1964 | 1982 | 1974 | 1975 0.5 0.03
Quantity 1.01 008 | 809 | 1 1 2 1 1 0 0
drivers
Truck year | 01606 | 146 | 007 | 2017 | 2014 | 2019 | 2016 | 2018 1 0.05
production
Power [KW] | 370.04 | 14.72 | 3.98 | 360 | 360 | 405 360 375 72 2.08
Eﬁ‘wkwelght 2168.32 | 335433 | 154.7 | 846 | 7.83 | 8310 | 845 |2339.39 | 1165.47 | 13751.82
Max truck
total weight | 2047 | 075 | 3.68 | 21 19 21 20.36 21 0.32 1.53
[t]

Fig. 3 shows the correlation matrix of numerical features. Matrix made with the use of heatmaps
from the Seaborn library. The number of kilometers from GPS does not correspond to the number of
kilometers according to the tachograph. The data from the tachograph is more correlated with the average
fuel consumption, which may indicate the inaccuracy of the GPS system. The longer the route is the lower
the fuel consumption per km. This is due to more fuel consumption over shorter distances when the engine
is underheated. Also on long journeys, expressways and highways are used more often, on which traffic is
smoother, which reduces fuel consumption. The routes with higher average and maximum speeds have
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lower fuel consumption. Vehicles with higher mileage have higher fuel consumption. Vehicles with higher
mileage are used for shorter journeys. Younger drivers use more fuel. Double casts are more often used on
longer routs. Older cars have lower fuel consumption on average. Vehicles with more capacity have lower fuel
consumption. Younger vehicles have a larger engine size. Vehicles with more power have a higher mileage.
Vehicles with more power have lower fuel consumption. Younger vehicles have a higher total payload.

CAN_DISTANCE : . . 0538 0.14
GPS_DISTANCE 0. X . 0538 0.1
USED_FUEL O X . 0.52 ‘ 0.02 i
MEAN_USED_FUEL_FHKM 08 016 008
MEAN_SPEED [IOZER ; 04z .55 . oe
[INESG 053 053 052 | 0.16 |04z 0.09
SN 0.14 01 002 0.55 | 0.09 . ; o4
EGRUAIY 0.14 01 002 O 055  0.09 .

02
CARGO_WEIGHT [lsXi»3 . 0.02
DRIVER_YEAR_BORN A 0.05

0.0
QTY_DRIVERS

TRUCK_YEAR_PRODUCTION . I X 0.09
-02
KW 0 . . X I 057 009 047
Pl o . . . f ) 011  -0.09 - 0
-04
TRUCK_WEIGHT 009 017 0 - 0.15

-

MAX_TRUCK_TOTALWEIGHT . X . . . A X 037 008 -0.15

Kw
DM3

MAX_SPEED

USED_FUEL
MEAN_SPEED
QTY_DRIVERS

END_MILEAGE

CAN_DISTANCE
GPS_DISTANCE
START_MILEAGE
TRUCK_WEIGHT

CARGO_WEIGHT
DRIVER_YEAR_BORN

MEAN_USED_FUEL_FHKM

TRUCK_YEAR_PRODUCTION

MAX_TRUCK_TOTALWEIGHT

Fig. 3. Matrix of correlation of numerical features

Transformed data were entered into the models. The models selected for the experiment are
developed based on various statistical methods. The selected models are used in many scientific works.
Fig. 4 shows a comparison of the 4 models according to mean absolute error (MAE). In the experiment, the
model with the smallest error was ExtraTreesRegressor with MAE = 1.43. The RandomFores Regressor
had an MAE = 1.48 and the GradientBoostingRegressor had an MAE = 1.68. DecisionTreeRegressor had
an MAE = 2.02, LinearRegression had an MAE = 2.09. The worst was MLPRegressor with an
MAE = 8.32.

MLPRegressor

LinearRegression

DecisionTreeRegressor

Model

GradientBoostingRegressor

RandomForestRegressor

ExtraTreesRegressor

== MAE Value

o
N

3 4 5 6 7 8

Fig. 4. Models comparison
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Fig. 5 shows the main key features for the
top ExtraTreesRegressor model. The model
predicts fuel consumption in [dm’/100km]. The
distance-related characteristics are nevertheless
listed in the most important ones. This is since fuel
consumption on short distances is greater than on
long distances. Median Fuel for END_PLACE is a
feature that denotes the median fuel consumption
for vehicles reaching each specific destination.
Mean Fuel for END PLACE is a feature that
represents the average fuel consumption for vehicles
reaching each specific destination. Median Fuel for
START _PLACE is a feature that denotes the
median fuel consumption for vehicles leaving each
specific location. Mean Fuel for START PLACE
is a feature that represents the average fuel consumption
for vehicles leaving each specific location. Median
Fuel for DRIVER is the median fuel consumption

Weight

Feature

0.4800 + 0.5656
0.3028 + 0.5057
0.0586 + 0.2343
0.0333 + 0.0291
0.0305 + 0.1565
0.0303 + 0.0304
0.0225 + 0.0254
0.0191 £ 0.0230
0.0030 £ 0.0103
0.0028 + 0.0117
0.0023 + 0.0201
0.0022 + 0.0088
0.0015 £ 0.0111
0.0011 + 0.0075
0.0010 + 0.0051
0.0010 £ 0.0017
0.0009 + 0.0017
0.0007 + 0.0038
0.0006 + 0.0009
0.0006 + 0.0008
0.0005 + 0.0007
0.0005 + 0.0007
0.0004 + 0.0008
0.0004 + 0.0009
0.0004 + 0.0005
0.0004 + 0.0006
0.0003 + 0.0005
0.0003 + 0.0005
0.0003 + 0.0005
0.0003 + 0.0005
0.0003 + 0.0006
0.0003 + 0.0014
0.0003 + 0.0005
0.0002 + 0.0004

CAN_DISTANCE
GPS_DISTANCE
DRIVING_TIME

Median Fuel for END_PLACE
STOP_TIME

Mean Fuel for END_PLACE
Median Fuel for START_PLACE
Mean Fuel for START_PLACE
Median Fuel for DRIVER

Mean Fuel for DRIVER

Mean Fuel for Plate
MEAN_SPEED
END_MILEAGE
START_MILEAGE
DRIVER_YEAR_BORN
START_DATE_WEEKDAY
END_DATE_WEEKDAY
START_DATE_HOUR
MAX_SPEED
END_DATE_HOUR
END_DATE_DAY
START_DATE_DAY
TRUCK_WEIGHT

Median Fuel for Plate
START_DATE_WEEK_OF_YEAR
END_DATE_DAY_OF_YEAR
END_DATE_WEEK_OF_YEAR
END_DATE_MONTH
START_DATE_DAY_OF_YEAR
START_DATE_MONTH

KW

QTY_DRIVERS
TRUCK_YEAR_PRODUCTION
MAX_TRUCK_TOTALWEIGHT

0.0001 + 0.0003 STARTT_DATE_YEAR
0.0001 £ 0.0004 END DATE YEAR

for each driver. Mean Fuel for DRIVER is the
average fuel consumption for each driver. Mean
Fuel for Plate is the average fuel consumption
for each wvehiclee START DATE WEEKDAY is the day of the week the route starts.
END DATE _WEEKDAY is the day of the week end of the route. START DATE_HOUR is the start time
of the route. END DATE HOUR is the end time of the route. END_DATE DAY is the end date of the
route. START DATE DAY is the day the route started. Median Fuel for Plate is the median fuel consumption for
each vehicle. START DATE WEEK OF YEAR is the week of the route start. END DATE DAY OF YEAR
is the day of the year in which the route ends END DATE WEEK OF YEAR is the week of the route end
year END_DATE MONTH is the month of the end of the route. START DATE DAY OF YEAR is the
day of the year the route starts. START DATE MONTH is the month of the start of the route.
START DATE_YEAR is the year in which the route started. END DATE YEAR is the end year of the

route.

Fig. 5. Top model features

7. CONCLUSIONS AND FUTURE RESEARCH PERSPECTIVES
Machine learning can be successfully used to forecast fuel consumption in means of transport. In the
experiment, the model with the smallest error was ExtraTreesRegressor with MAE = 1.43. Distance has the
greatest impact on fuel consumption. The GPS system does not show accurate data. Fuel consumption may
depend on the day of the week and the related changes in vehicle traffic. Combustion may be month
dependent and the effect of different temperatures on combustion. Younger drivers use more fuel. Fuel
consumption depends on the vehicle — the year of production, engine capacity and power. The solution is
beneficial to be introduced by entrepreneurs because, in addition to the positive impact on the environment,
they can save fuel. The proposed method is one of the solutions that will help the transport industry face
the challenges related to the green deal. It can be used to forecast hydrogen or current use.
In future studies, it is proposed to make models for various means of transport and various fuels
using this method. It can be particularly applicable to the management of a fleet of public transport
vehicles.
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INPOI'HO3YBAHHS CITO’KUBAHHS ITAJIMBA PI3BHUMHU BUIAMUA
TPAHCIHHOPTY 3 BUKOPUCTAHHAM MAHLINHHOI'O HABYAHHA

Anomauia. Tpancnopm € KA0Y08UM YUHHUKOM, SAKUL BNIUBAE HA BUKUOU NAPHUKOBUX 2a3i8. ¥
38 A3KY 3 YUM, HABEOEHO NPOONeMU MA GUKIUKY, 3 SKUMU 3YCMPIYAEMbC MPAHCHOPMHA 2AT1Y3b.
Pozensnymo numannsi mpancnopmmuoi eanysi, nog’sizami 3 €8pONEUchKoI0 3eNeHOI  Y2000i0.
062060pero, HACKITbKY MPAHCHOPMHA CUCMEMA € 8ANCIUBON) OISl €BPONEUCLKUX KOMAUAHIL ma
2n0OANbHUX AaHYI02i8 nocmavanus. Ilpoananizoeano maxodc NUMauHs, Ki Maomv 6naué Ha
CYCNINLCMBO 3 MOUKU 30PY BUMPAM KOWMIG, 30KpeMa GUKUOU NAPHUKOBUX 2a3i6 ma 3a0pyOHeHHs.
006KiIIA. Y cmammi 8uceimaeHo mamepianu YnpasiiHHsi MPAHCROPMHUMU NPOYECamu Ha NIONPUEMCIGL,
Tpuiimsimo piwenns docaioumu sumpamu namea euoamu mparcnopmy. Ha ocrogi o2nady aimepamyprux
ooicepen, GuUsHAYeHo 3 Kame2opii Xapakmepucmuk: Xapakmepucmuxyu agmomooinis, godiis, a ma-
KOJIC BNIUE MAPWPYMY HA 8UMPAMU RATUBA. JJOCTIONCEHHS BUKOHAHO HA 0CHOGI Oanux apxigie GPS
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cucmemu MOHImopurzy asmomodinie. Bonu 3iopani na 1890 mapwpymax, siki 30iliCHIO8ANU PYX MIdC
30 mpasua 2020 poxy ma 31 mpasus 2021 poxy. Ha mapwpymax npayiosaru 29 60diie ma 8
mpancnopmuux 3acobis. Tpancnopmui 3acobu — ye 40-monni mseaui 3 nanisnpuuenamu. Haseoeno
aHai3 YUHHUKIG, AKI 6NIUBAIOMb HA CROXCUBAHHSA nanuéa. OnUcano MemoouKy OMpPUMAHUX THHCEHEPHUX
@yukyii. Onucano nepegazu mMemooy 3MEHULEHHsI CRONCUBAHHA NATuga. Brazano na mooicausocmi
BUKOPUCTHAHHS MEMO0i8 NPOSHO3YBAHHS GUMPAMU eHeP2ii ma 8OOHIO HA PIZHUX UOAX MPAHCHOPMY,
BKTIIOUHO 3 2POMAOCLKUM MPAHCcnopmoM. [lani onpaybogano 3 guxopucmanusm oioniomexu “Pandas”.
Topisusnus mooeneil 6UKOHAHO 3 GUKOPUCTAHHAM CepeOnboi abcontomuoi noxubku. Ilpedcmasneno
3aCmMOCy8anHs Memooie pobomu 3 eenuxumy Habopamu Ooanux. Pospaxynku npogedeno 3 00nomozoio
oioniomexu “NumPy”. Bisyanizayis oanux — 3a donomoeoio mooenei “Matplotlib” ma “Seaborn.
Scikit-Learn”.

Kniouogi cnosa: mpancnopm, ynpaeuinus mpaHcnopmoM, MAUUHHE HAGYAHHS, MOOeN08AHHS,
CHOXMCUBAHHS NATUBA.



