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An R2 score or a coefficient of determination is used often as a metric to evaluate regression
models. It can be applied solely but usually it is combined with other metrics in order to increase
accuracy of a model evaluation. The goal of the work is to research the dynamics of the R2 score
of a K-Nearest Neighbors regression model trained on series of different sizes in order to propose
a new approach to increase the robustness and accuracy of the model evaluation when the R2 score
metric is used solely. Typically, a value of the R2 score metric above 0.8 is considered to be
sufficient while an evaluated model is considered to be accurate enough. However, such a way of
R2 score interpretation to may lead to model’s accuracy misevaluation, which is shown in the
proposed paper. The results obtained clearly display that R2 score can vary significantly in some
cases depending on the samples selected to test part of a series used for model evaluation. The
mentioned variation can contribute to model’s accuracy overestimation, which, in turn can lead to
incorrect results of model application. The known methods to make model estimation more
accurate involve use of other metrics. Instead, this paper focuses on increase of model’s accuracy
estimation without the necessity of using other metrics. The R2 score dynamics is examined using
25000 cycles of the K-Nearest Neighbors regression model training and evaluation. Selection of
samples to a training or test part of a series has been done randomly. For all the experiments
quantity of neighbors is fixed and equals to the default value of n_neighbors=5 of the
KNeighborsRegressor method provided by the Sklearn library. The paper both states and proves a
hypothesis that the R2 score variation is expected to increase with series size reduction and the
variation is supposed to be observed for models trained on the same series because of training/test
samples selection randomness. The experiments carried out allowed to propose an alternative
approach that did not require any supplementary metrics. The proposed approach considers
application of the R2 score along with its variation that must not exceed 0.2 for the K-Nearest
Neighbors regression model.
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1. Introduction

Business-related data analysis usually includes tasks to predict (extrapolate) or interpolate some
necessary values (for example, sales dynamics, capitalization, load on servers etc.). These tasks can be
solved with the help of machine learning algorithms through training a regression model.
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Significant step of data analysis is a step of model evaluation. Evaluation is typically carried out
using metrics suitable for regression models.

Coefficient of determination or an R? score is a metric commonly used to evaluate the performance
of regression models. This metric can be used alone or in a combination with Mean Square Error (MSE),
Mean Absolute Error (MAE) or Mean Error (ME) to compare several models or to estimate accuracy of a
single regression model.

According to [1], the R? score measures the proportion of variance in the dependent variable which
is explained by the independent variable and can be calculated as:

: )

where y; denotes an actual value of the dependent variable; y refers to a mean value of the dependent

variable and y denotes a predicted value of the dependent variable.

It is seen form (1) that random selection of samples to training and test series for the same machine
learning algorithm may result in variation of R? scores of regression models trained on the same dataset,
which may lead to incorrect model evaluation.

The object of study is the process of applying the R? score metric to evaluate the K-Nearest
Neighbors regression model trained on series of different sizes. Precisely, it is the R? score variation caused
by series size changes and the randomness of selecting samples to training and test parts of series.

The purpose of the work is to propose a method to increase robustness and accuracy of an R? metric
value interpretation for a K-Nearest Neighbors (KNN) regression model trained on series of different sizes
without using MSE, MAE, ME or other suitable metrics.

2. Task statement

Let us formulate hypothesis about the R? score variation caused by series size reduction and the
randomness of selecting samples to training and test parts of series. The R? score variation is expected to
increase with series size reduction and the variation is supposed to be observed for models trained on the
same series because of training/test samples selection randomness.

The proof of the hypothesis and understanding the R? score dynamics allows to propose a new
method for R? score metric application without the necessity to use other metrics to increase accuracy and
robustness of a KNN regression model evaluation. The new method can be based on limiting the R? score
variation.

3. Related works

According to [1] and [2], the R? score is supposed to be between 0 and 1, the closer to 1, the better
the regression fit. Mathematically it is expressed as:

R%(y,9)—>1 (2)

Despite being a well-described and a long-present metric, the R? score is a subject of actual
researches. For example, the work [3] introduces a family of the R? score implementations for generalized
linear mixed models considering different probability distributions. The work [4] proposes the R? score
implementation for generalized linear models by means of using the variance function to define the total
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variation of the dependent variable, as well as the remaining variation of the dependent variable after
modeling the predictive effects of the independent variables.

The common trend from [3] and [4] is the intention to widen the application of the R? score metric
on its own. This approach is used in real scientific projects including [5, 6, 7].

However, the robustness and accuracy of a model evaluation can also be increased by combining the
R2 score with other metrics. The later approach can be seen in some scientific works. For example, it is
used in the works [8, 9, 10].

To sum up, the scientific topics aimed at widening the area of the R? score metric application are
relevant and are being developed now. Scientific projects involving the R? score metric solely for results
estimations are common for different research areas. However, it is incorrect to state that the use of the R?
score is completely determined and revealed for all possible cases of application. This makes relevant a
search for new methods of the R? score sole application, which is the case of the present work.

4. Experiment setup

A series of samples must be generated in order to research the behavior of the R? score metric with
the intention to prove or decline the hypothesis formulated above. Let us use the formula (3) to generate
samples.

%X,Xe[l;lﬁ];

10% X —166, x €[16; 24];

5 5
={—X+90—, xe[24;52]; 3
Y=12g Z e[ ] (3)

—4ix + 3123, x e[52; 74];
11 11

—ix + 383, x €[74;100].
13 13

Let us define the range of an independent variable (x) that is used to generate a series for the KNN
regression model training. In this particular experiment setup, we use the range of x <[1;100] to generate

the samples shown in the Fig.1.
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Fig. 1. Samples series for the hypothesis testing
The samples shown in the Fig.1 are fit with the K-Nearest Neighbors regression model. For each

cycle of training/testing the R? score is computed and then series is reduced by 5 samples. Thus, series
initially contains 100 samples, then 95, then is reduced to 90 etc., until the KNN model is underfit.
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For each sample size (N= 100, 95, 90, ...) KNN is trained 1000 times in order to estimate variation
of the R? score. Precisely, there are 1000 values of the determination coefficient obtained per each sample

size, which allows to estimate variation (AR?), maximum R? score ( RZ,, ), minimum R? score (R2, ), and a
median value of R?metric (R’ ,.,). The variation of the R? score is calculated as follows:
2 2 2
AR? =RZ, —-R%4. (4)

In the experiments a model is considered to be underfit if at least one value of the R? score is zero or
negative.

The experiments carried out considered two proportions of training/test samples distributions
recommended by [1] and [11]. These proportions were 70/30 and 80/20 (i.e. 70% or 80% of samples for
training and 30% or 20% for testing).

Instrumentwise, the experiments were carried out using the pandas library [12] for data structures
and data preparation, the NumPy library [13] to reshape data before training the model, the KNN
regression model was implemented by the KNeighborsRegressor [14] module from the Scikit-learn library
and the R? score metric was calculated by means of the sklearn.metrics.r2_score [2] module from the
Scikit-learn library. Graphs were built using the matplotlib.pyplot [15] library.

5. Experiments results

In the case of the 70/30 training/test samples distribution the experiment was stopped when the
quantity of samples (N) reached 40. At this point the minimum value of the R? score was 0.016 and the
variation of R? reached 0.9794. The experiment results for the case of the 70/30 training/test samples
distribution are given in the Table 1.

Table 1
R2 score metric estimation for the case of the 70/30 training/test samples distribution.
70/30

N Rriax Rriin R:]edian ARZ
100 0.9996 0.8981 0.9934 0.1015
95 0.9993 0.9186 0.9926 0.0807
90 0.999 0.8947 0.9922 0.1043
85 0.9988 0.836 0.9909 0.1628
80 0.999 0.8652 0.9905 0.1338
75 0.9984 0.8668 0.9881 0.1316
70 0.9986 0.8277 0.9861 0.1709
65 0.998 0.7974 0.9816 0.2006
60 0.9985 0.7373 0.9759 0.2612
55 0.9966 0.58 0.9648 0.4166
50 0.9961 0.6764 0.9597 0.3197
45 0.9955 0.388 0.956 0.6075
40 0.9954 0.016 0.944 0.9794

In the case of the 80/20 training/test samples distribution the experiment was stopped when the
quantity of samples (N) reached 45. At this point the minimum value of the R? score was 0 and the
variation of R? reached 0.999. The experiment results for the case of the 80/20 training/test samples
distribution are given in the Table 2.

Information and communication technologies, electronic engineering, Vol. 4, No. 2, pp. 10-18 (2024)



14 Y. Babich, L. Hlazunova, T. Kalinina, Y. Petrovych
Table 2
R2 score metric estimation for the case of the 80/20 training/test samples distribution.
80/20
N Rraax Rliin rf\edian ARZ
100 0.9998 0.9123 0.9955 0.0875
95 0.9997 0.8937 0.9951 0.106
90 0.9995 0.8706 0.9947 0.1289
85 0.9997 0.8737 0.9938 0.126
80 0.9995 0.9046 0.9938 0.0949
75 0.9995 0.8697 0.9916 0.1298
70 0.9996 0.7754 0.9902 0.2242
65 0.9993 0.8446 0.9886 0.1547
60 0.9994 0.0975 0.9852 0.9019
55 0.9983 0.4397 0.978 0.5586
50 0.999 0.0268 0.9743 0.9722
45 0.999 0 0.9662 0.999

Despite showing slightly different results, tables 1 and 2 demonstrate the same trend of the AR?

score. Table 1 took 13000 training/testing cycles (1000 per each value of N) of the KNN regression model,
while the Table 2 is based on 12000 of the cycles.

6. Results discussion

Fit accuracy of the KNN regression model decreases with the reduction of a series size, which is
shown in the figures 2 and 3.
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Fig. 2. KNN regression model (magenta line) fit to N=100 samples of data.
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Fig. 3. KNN regression model (magenta line) fit to N=45 samples of data.

Let us analyze the dynamics of the R? score. In both cases (the 70/30 and 80/20 training/test samples
distributions) R?,, decreases significantly slower than R
seen in the figures 4 — 7.
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Fig. 4. Dynamics of R>_for the case of 70/30
training/test samples distribution.

Fig. 5. Dynamics of R2,, for the case of 80/20 training/test
samples distribution.
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Fig. 6. Dynamics of R for the case of the 70/30
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training/test samples distribution.

Considering the different dynamics of RZ,,

2. for the case of the 80/20 training/test

samples distribution.

Fig. 7. Dynamics of R

and RZ,

decrease, let us analyze the dynamics of ARZ.

It is shown in the figures 8 and 9. The values of AR? were obtained according to the expression (4).
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Fig. 8. Dynamics of AR?for the case of the 70/30
training/test samples distribution.
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Fig. 9. Dynamics of AR?for the case of the 80/20
training/test samples distribution.

It is seen from the figures 8 and 9 that AR? tends to rise as the series size reduces. In both cases (the
70/30 and 80/20 training/test samples distributions) AR? tends to increase significantly after reaching 0.2.
By looking at the figures 8, 9 and the tables 1 and 2, it is possible to conclude that the first part of

the hypothesis formulated above is confirmed because the R? score variation definitely increases with
series size reduction. Considering the second part of the hypothesis, it is also confirmed because we do
observe different values of the R? score obtained over the same size series, which can be seen in the tables
1 and 2. There we can find a minimum, maximum, and median values of R? obtained for the same N.

Let us consider the dynamics of R . in order to point out a problem that may lead to incorrect
model evaluation.
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It is clearly seen from the figures 10 and 11 that the R? . stays rather high even in the case of large

median

AR?, which may lead to incorrect model evaluation. For example, let us examine the case of the 80/20
training/test samples distribution with N=50. In this case RZ,, = 0.9743 that seems to be a decent value,

‘median
but R2 = 0.0268 that clearly indicates the underfit state. An existent solution is to use another metric, for
example, MSE, MAE, ME along with the R? score to evaluate a model.
As the result of experiments carried out, it is possible to propose an alternative approach. In the
figures 8 and 9 we can spot that the AR? tends to rise significantly after reaching 0.2. Thus, it is proposed
not only to estimate the R? score value alone, but estimate it in the combination with the AR? value and the

later must not exceed 0.2. Let us express this mathematically:

AR?<0.2AR? 1 (5)

The expression (5) is the formulae of the proposed approach to increase the robustness and accuracy
of a KNN regression model evaluation without the need to apply other metrics.

Conclusion

This work focused on researching the R? score variation caused by training series size changes and
the randomness of selecting samples to training and test parts of series.

During the experiments, the hypothesis about the R? score variation increase with series size
reduction was approved. Also, the hypothesis was approved in the part stating that random selection of
samples to training and test parts of series resulted in R? score variation even for the same series size.

It is also shown that the KNN regression model evaluation based only on a single value of the R?
score can be misleading.

The scientific novelty of the obtained results is that the current research paper proposes an
alternative approach to KNN regression model evaluation. Precisely, it is proposed to combine the R? score
metric with its variation AR? during KNN regression model evaluation. The value of AR? must satisfy the
term (5). The proposed approach allows to increase the robustness and accuracy of an R? metric
interpretation for a KNN regression model evaluation without the necessity of using other metrics suitable
for regression models.

The practical significance of the obtained results is that the proposed approach does not require any
supplementary metrics to be used during the KNN regression model evaluation — only the combination of
the R? score and its variation AR?, which simplifies software code and the process of metric interpretation.

Prospects for further research includes the question of how the obtained results can be generalized to
other regression algorithms.

This work, as well, is aimed at rising a scientific discussion about application of the AR? along with
the R? score metric for evaluation of regression models.
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JIMHAMIKA METPUKH R? 1JIsI MOJEJI PET'PECII KNN, HABYUEHOI
HA BUBIPKAX PI3HOI'O PO3MIPY

10.Ba6iy, JI. 'nazynoBa, T. Kaminina, 51. [lerpoBu4

Jleporcasnuil ynigepcumem inmenexmyanioHux mexuonoeiu i 36'a3xy, eya. Kysueuna, 1, 65023, Ooeca, Yxpaina

R2 a6o xoedimieHT AeTepMiHaIlii YaCTO BUKOPHCTOBYETHCS SK METPHKA IS OLIHKK perpeciiHuX
Mozieneit. Ii MoKkHA 3aCTOCOBYBaTH OKpeMo, ajle 3a3BHuaii 1i MOEAHYIOTh 3 iHIMUMH METPUKAMH,
100 MiABUIIUTH TOYHICTH OLIIHKK MoJei. MeToro poOOTH € HOCIiKEHHS TUHAMIKH MEeTpuKu R2
perpeciiiHoi Mojeni K-HaWOMMKYMX CyCiliB, HaBYEHOI Ha cepisix pI3HOTO po3Mipy, mI00
3alpONOHYBAaTH HOBHUU MIAXIA U IMiJBUINCHHS HATIIHOCTI Ta TOYHOCTI OIIHKH MOMENI, KOJH
MeTpuka R2 BHKOPUCTOBYETHCS CaMOCTiHHO, 0e3 3acTOCyBaHHs IHIIMX METpPHK. SIK mpaBuio,
3HaueHHs1 MeTpuku R2 Bume 0,8 BBaKaeThCcsl TPUHHATHUM, TOAI SIK OI[IHIOBaHA MOJETh
BBXKAETHCS IOCTATHLO TOYHOIO. OHAK Takuil croci0 iHTepnperTaltii ominku R2 Mo)ke ipu3BECTH
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JI0 HEBIpHOI OILIIHKM TOYHOCTI MOJeNi, IO 1 TOKa3aHO B 3alpoloHOBaHiM crarti. OTpumani
PEe3yNBTAaTH YiTKO MTOKA3yIOTh, 1110 3HAYEHHSI METPUKU R2 MOXKYThb CyTTEBO BIIPI3HATHCS B JESIKUX
BHIIA/IKAX 3aJICKHO BiJl KOHKPETHHX 3HAYCHb O3HAK, BiIIOpaHHX 1O TECTOBOI YaCTHHH BHOIPKH,
sIKa BUKOPHCTOBYETBCS UIS OL[IHKMA MOJENi. 3a3HaueHEe BIIXWICHHS MOXE CIIPHATH 3aBHIICHHIO
TOYHOCTI MOJeNi, IO, y CBOIO dYepry, MOXKe IPHU3BECTH 10 HEKOPEKTHHX pe3yIbTaTiB
3aCTOCYBaHHS MOAeNi. Bimomi MeToau miBUIIEHHS TOYHOCTI OLIHIOBaHHS MOJIENI IMepe0avaroTh
BUKOPHCTAHHS IHIIMX METPUK IOAATKOBO. HaTOMICTh I CTAaTTSA 30CEpe/KeHa Ha ITiIBHUIICHHI
OIIIHKH TOYHOCTI Mojeni 6e3 HeoOXiTHOCTI BUKOPUCTAHHS IHIINX METpHK. J{nHaMika MeTpuku R2
JIOCTIKYyeTbess 3a pomomororo 25000 mukiIiB HaBYaHHA Ta OIIHKH perpeciiHoi Momem K-
HaWOMWK4MX cyciniB. Binbip 3HaueHb 10 HaBYAJIBLHOI Ta TECTOBOI YacTHH BHOIpKM BinOyBaBcs
BUIAJJKOBUM YMHOM. )1 BCIX €KCIIEpPUMEHTIB KiJbKICTh CYCiliB € (DIKCOBaHOI Ta JOpIBHIOE
3HAQUEHHI0 32 3aMoBuUyBaHHsIM n_neighbors=5 wmeroxy KNeighborsRegressor, Hamganoro
6iomiorekoto Sklearn. Y po0oti GpopMysTrO€TbCS Ta MiATBEPAXKYETHCS HACTYITHA TiloTe3a Mpo Te,
mo Bapianiss MeTpukn R2, sk ouikyeTbcs, 30UIBLIIMTHCS 31 3MEHIIEHHSAM poO3Mipy cepii, i
nepedavaeThes, M0 Bapiallis Oye CocTepiraTucs st MOIeNICH, HABYCHUX Ha Till caMiil BUOIpIIi,
Yyepe3 BHIAJKOBICTh BinOOpPY HaBYaJbHUX/TCCTOBHX 3HAueHb. I[IpOBEICHI EKCIICPHMCHTH
JIO3BOJIMITM 3alIPOIIOHYBATH ANBTCPHATUBHUHA MiAXiH, SKWH HE MOTpeOye MONATKOBHUX METpPHUK.
3anpornoHoBaHUN MiAXin mependavae 3acTocyBaHHA MeTpuKH R2 pas3om i3 ii Bapiamieto, sika He
MTOBHWHHA TiepeBuTyBaTH 0,2 I perpeciifHoi Moeli K-HalOMMKINX CYCiTiB.

Karo4oBi ciioBa: posmip subipxu, mempuxa R?, xoepiyicum demepminayii, pezpeciiina mooeny.
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