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Abstract. The article presents the software development for modeling and simulating the
workspace of a collaborative robot taking into account the presence of people. This is an important
step in creating safe and efficient robotic systems within Industry 5.0 concept. The problem is posed
by the need to ensure safety during the interaction of the robot with the operator, which is relevant
for modern production processes with high human participation.

The purpose of the study is to create a tool for dynamic modeling of the environment, capable
of detecting people in the robot's workspace and avoiding potential collisions. In the process of the
study, computer vision methods and image processing algorithms were applied to determine the
location of a person in three-dimensional space, using libraries such as PyBullet and OpenCV.

The main results of the work are experimental data confirming the effectiveness of the
developed system in detecting objects and preventing collisions. The novelty of the research lies in
the application of a potential field model that combines the repulsive force from a person and the
gravity force to the target point, which allows adaptively adjusting the robot's trajectory. The
practical significance of the work lies in increasing the safety and efficiency of collaborative robots
in industrial conditions, which helps reduce risks for the operator.

The scope of further research involves optimizing the algorithm for detecting people, taking
into account changes in the environment, in particular, illumination, as well as the introduction of
adaptive thresholds for object detection.

Keywords: Collaborative Robot, Modeling, Simulation, Safety, Industry 5.0, People
Detection, Computer Vision, Potential Field.

Introduction

In modern manufacturing, Industry 5.0 concept focuses on the robotic systems integration and
human operators in a shared workspace. This fact implies the need for new solutions to ensure the safety,
efficiency and adaptability of robotic systems. In the context of collaborative robots that work side by side
with humans, there is a need to develop software for accurate modeling and simulation of their workspace.
This makes it possible to create safe and adaptive systems that can take into account the presence of a
person and reduce the risks of accidental collisions or other unwanted incidents. The development of such
simulation programs is relevant, as they allow for a preliminary assessment of the behavior of a robotic
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system in interaction with humans, which is critically important in industries where automation faces a
high level of human participation, such as in healthcare institutions, the food industry or on production
lines with high requirements for process flexibility [1]-[3].

Industry 5.0 focuses on harmonizing the relationship between humans and machines while ensuring
sustainability and inclusiveness, which reinforces the relevance of such research in the context of the
humanization of technology. Taking into account the presence of people when modeling collaborative
robots is critical not only to reduce accidents, but also to ensure the convenience and efficiency of
operators, which in turn contributes to increasing productivity and motivation of personnel. Thanks to
simulations, it is possible to ensure that robotic systems comply with the latest safety standards and make
the process of implementing robots smoother and more predictable. In addition, such development allows
for the optimization of work processes, taking into account the behavioral characteristics of collaborative
robots and people, which contributes to the construction of more adaptive, flexible and reliable production
environments.

Problem Statement

The task of this research is to solve the problem of safety and effective interaction between a
collaborative robot and people in a shared workspace. Modern production processes, which are focused on
the integration of robots with operators, require new approaches to detect the presence of a person in the
robot's work area and dynamically adjust its trajectory to avoid collisions. It is important to develop a
methodology and algorithms that allow identifying people in the robot's workspace and responding to
changes in their position in real time. The main task is to model and simulate interaction, which takes into
account not only static objects, but also moving obstacles presented by people. In order to ensure the safe
operation of the robot, it is necessary to use computer vision algorithms for object detection and image
processing methods for real-time space control. An additional task is to develop a potential field model that
combines the gravity field to the target point and the repulsive field from the person, allowing the robot to
automatically adjust its trajectory according to changes in the environment. This also requires the creation
of an algorithm that adaptively adjusts safety parameters depending on the person's behavior, speed, and
direction of movement.

Review of Modern Information Sources on the Subject of the Paper

The Industry 5.0 concept is much more "human" compared to Industry 4.0. Here, human and robot
collaboration appears. However, this leads to increased requirements for human safety. One of the key
tasks in ensuring safety is identifying a human in the robot's work area. Naturally, many scientific papers
are devoted to this problem. Let us consider only small part of the recent works on this topic.

Let us begin with the work [4]. There is noted that human-robot collaboration plays a pivotal role in
today’s industry by supporting increasingly customized product development. This approach allows to use
strengths of robots and humans. Pairing them it became possible to achieve goals more quickly and
effectively

In the article [5] the authors consider the problem collision-free human-robot collaboration. They
propose a context awareness-based collision-free human-robot collaboration system. And this system
allows to plan robotic paths in accordance with the task to reach the goal but avoid collisions with the
humans.

The paper [6] note that it is necessary to create collision avoidance control techniques that can
improve operator safety and robot flexibility. Such collisions may occur between the robot and humans or
with objects inadvertently left in robot workspace. Authors propose to use algorithms already developed by
the authors for planar manipulators and to implement some new contributions.

Scientists in [7] present a robot layout that can perform assembly tasks. They propose to use two
Microsoft Kinect v2 in order to track a human. There, the robot and operator are in the same the
workspace. And there is implemented a real time collision avoidance algorithm that is used to plan robot’s
trajectory. Their layout avoids any collision with a human.

Bi, and co-authors in [8] note that if a collaborative robot is used in manufacturing environment it is extremely
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important to assure humans’ safety. Usually, their workload or moving mass is usually large enough to hurt human.
Researchers detected some technological bottlenecks. Among them we can distinguish acquiring, processing, and
fusing diversified data for risk classification. So, it is necessary to use some sensors [8], [9] and to proceed data from
them.

Thus, we see that scientific works consider various solutions to the problem of ensuring human
safety. However, they cannot fully guarantee the avoidance of collisions with humans. Further in this
paper, we propose our approach to solving this problem.

Objectives and Problems of Research

The aim of this research is to develop an effective program for modeling and simulating the
workspace of a collaborative robot taking into account the presence of people to improve the safety and
productivity of collaborative work processes. The main problem is the need to create a dynamic model
capable of identifying a person in real time and preventing collisions, which is critically important in
modern production environments where robots work side by side with people. The challenge is to ensure
that the system responds adequately to the presence of a person and to provide adaptive changes in the
robot trajectory depending on the operator's actions. The research is also aimed at implementing computer
vision methods for accurate detection of people and assessment of possible collision risks in the work
environment.

Main Material Presentation

Modeling and simulation of the workspace of a collaborative robot that takes into account the
presence of people requires a comprehensive approach. For this, various mathematical models and methods
are used. Below is a sequence of models and expressions that describe the system taking into account
safety and taking into account the parameters of both the robot and the people present in the zone.

At the first stage, it is necessary to study the kinematic model of the robot manipulator. To describe
the position of each link of the robot relative to the base, a kinematic model is used using Denavit-

Hartenberg transformation matrices (DH-parameters). Let T, be the transformation matrix that describes

the transition from the coordinate system i—1 and i. The general from the transformation matrix for the
end effector relative to the base looks like this:
T=T2-T)---T"". (1)
Each matrix T, may be represented in next way:
cosg, -—sing,cose; sin@sina, @ cosé.
.1 |sing cos@cose; —cosfsing; @ sing,
TH =
' 0 sing, cos d,
0 0 0 1

where 6, - link i rotation angle; d, - distance along the axis z, ;; «; - angle between axes z, , and z,; a
- length of the link along the axis X; .

The dynamic model of a collaborative manipulator robot is proposed to be described by Lagrange
equations, which allow taking into account forces and moments for each joint:

r=M(9)4+C(q,9)q+G(a), 3)
wherez - force vector in joints; q - vector of generalized coordinates (joint angles); M(q) - inertia
matrix; C(qg,q) - matrix of Coriolis and centrifugal forces; G(q) - gravitational force vector.

Sensor data (e.g., cameras or LIDAR) and computer vision techniques are used to model the location
of a person. The model of the person's location can be based on a 3D point cloud. Let P={p,, p,,..., P.}
be a set of points, where p, =(X;,Y;,Zz)represents the coordinates of the points belonging to the person.

To avoid collisions, the distance between the robot and the points representing the person can be
calculated:

' @)
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d =0 =%)" + (v, =¥+ (z —2) 4)
where (X, Y.,z ) - current coordinates of the robot end effector.

The work area limitation model is designed to ensure safety. The work area is limited to a safe
radius around a person. Let R, the safety radius be defined as . The following system is proposed as a

safe
safety condition within the framework of these studies:
d >R,.,V,=12,...m. (5)

the system must stop or change the robot's trajectory.

safe ?

Under the condition, if d, <R

For trajectory planning taking into account obstacles, it is proposed to use the theory of the potential
field. The potential field consists of gravity and repulsive components:
- the gravity field to the target point g, can be described as follows:

safe !

1
Uatt (q) = Ekatt ” q- qgoat ”2 ) (6)

where k., - gravity coefficient.
- repulsive field from a person:
Tk Y d(@) <Ry,
2. d (q) Rsafe = y (7)
0,d(q)>R

U () =
safe
where k., - repulsion coefficient; d(q) - distance between robot and human.

The sum of the gravity and repulsive potentials determines the resulting potential field:

U(q) =Uatt (q)+Urep (q) . (8)
The robot moves along the potential field gradient:
q=-VU(q), (9)

where VU (q) - field gradient.

To determine a possible collision, the minimum distance between all points of the robot and objects
(e.g., a person) is calculated:

robot human

d ; :r?ijn ” pi - pj ”a (10)

min

- robot dots; p"™"

robot

where p,

If d., <R

Software implementation.

Python was chosen to develop a program for modeling the workspace of a collaborative robot taking
into account the presence of people due to its powerful libraries for simulation, image processing, and
interaction with robotic systems [10]-[12]. First, Python has a convenient syntax and high readability,
which facilitates the process of developing and maintaining the code, especially for teamwork. Second,
Python supports numerous specialized libraries, such as PyBullet for physical simulation of robots and
OpenCV for image processing, which allows you to implement the functions of detecting and identifying
objects in the workspace of the robot. PyBullet provides accurate modeling of kinematics, which is
especially important when simulating the movement of the manipulator and assessing its safety when
interacting with people. Also, Python supports work with Open3D and other libraries for visualization of
three-dimensional data, which allows you to create a detailed representation of the space and dynamically
track objects around the robot. Python's flexibility allows you to quickly integrate new data processing and
object recognition algorithms, which is useful for developing a system for monitoring the presence of
people and increasing the level of safety. Python's high compatibility with various hardware platforms also
allows it to be used to communicate with sensors, controllers, and cameras, which is a key aspect in
robotics applications. Python has an active community that provides support and tools for working with

- dots representing a person.

the robot goes into safe mode.

safe !
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simulations and robotics, providing access to the latest solutions and optimized algorithms.

In addition, Python is a cross-platform language, allowing developers to run the program on
different operating systems, including Windows, Linux, and MacQOS, which increases the flexibility and
portability of the software. Thanks to its integration with TensorFlow and PyTorch, Python is also ideal for
applying machine learning to computer vision tasks, which can be used to identify and track people in the
workspace of a robot. As a result, Python is a powerful tool for modeling, simulating, and developing safe
robotic systems, especially in cases where the presence of people requires special control and reliable
detection methods.

Let us present a description of the software implementations mathematical representation of the
system for modeling and simulating the workspace of a collaborative robot taking into account the
presence of people

import pybullet as p

import pybullet_data

import open3d as 03d

import cv2

import numpy as np

import time

import keyboard

This code snippet imports the necessary libraries to implement a collaborative robot workspace
simulation with the ability to interact with the user and the environment. The PyBullet library provides
physical modeling and control of the robotic manipulators, and PyBullet Data allows the use of additional
resources such as 3D models and URDF files. Open3D is used for image data processing and visualization,
and OpenCV and NumPy are used for image processing and analysis. The “keyboard™ library provides the
ability to handle keystrokes, which can be useful for interactive real-time control of the robot during
simulation.

robot_id = p.loadURDF("kuka_iiwa/model.urdf", useFixedBase=True)

This code snippet loads a KUKA robot manipulator model, described in a URDF file, into the
PyBullet simulation environment, using a fixed base (‘useFixedBase=True") to fix it in a certain position
without the possibility of moving. This is necessary for simulating the operation of the manipulator, where
it is important that the base remains stationary during tasks.

camera_position =[1, 1, 1]

camera_target = [0, 0, 0]

camera_up_vector = [0, 0, 1]

fov, aspect, near, far = 60, 1.0, 0.1, 3.1

This code snippet defines the camera parameters for the PyBullet simulation, including its position
(‘camera_position’), the direction of view to the target point (‘camera_target’), and the orientation in space
(‘camera_up_vector’). The values for the angular field of view (FOV), aspect ratio (aspect), and near and
far view planes (near and far) adjust the camera perspective to provide a realistic view of the robot's
workspace.

def detect_human(rgb_img):

gray_img = cv2.cvtColor(rgb_img, cv2.COLOR_BGR2GRAY)
_, threshold_img = cv2.threshold(gray_img, 128, 255, cv2.THRESH_BINARY)
human_contours, _ = cv2.findContours(threshold_img, CcV2.RETR_EXTERNAL,
cv2.CHAIN_APPROX_SIMPLE)
for contour in human_contours:
if cv2.contourArea(contour) > 500: # [lopir momti /Tt BUSIBICHHS
return True
return False

This code snippet implements the “detect_human™ function, which determines the presence of a

person in an image received from a camera. First, the image is converted to grayscale and binarized, after
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which the contours of objects are found. If the contour area exceeds the specified threshold (500), the
function considers that a person is present in the working area and returns "True’; otherwise, "False’.
depth_o3d = 03d.geometry.Image(np.ascontiguousarray(depth_img * 255).astype(np.uint8))
rgb_o3d = 03d.geometry.Image(np.ascontiguousarray(rgb_img))
rghd_image = 03d.geometry.RGBDImage.create_from_color_and_depth(
rgh_o3d, depth_o03d, convert_rgh_to_intensity=False

This code snippet uses the Open3D library to create an RGBD image from depth data and color
images. First, the depth image data is converted to an Open3D-compatible format, and then combined with
the color image to create an RGBD image object. This allows for further processing and visualization of
the 3D data received from the camera.

p.stepSimulation()

time.sleep(1 / 240)

This code snippet executes a single simulation step in PyBullet using the “stepSimulation™ method,
which updates the physical state of the system, including the positions of objects and the robot. It then
pauses using “time.sleep(1 / 240)" to adjust the simulation speed, ensuring a smooth process at 240 frames
per second. An example of the user interface of the developed system for modeling and simulating the
workspace of a collaborative robot with the presence of people is shown in Fig. 1.

C) I d)
Fig 1. User interface of the developed system for modeling and simulating the workspace of a collaborative
robot taking into account the presence of people: a) General view of the program; b) Synthetic Camera RGB data
window; ¢) Synthetic Camera Depth data window; d) Synthetic Camera Segmentation Mask window

Let us conduct a series of experiments. The first experiment is related to testing the human detection
system. For this we can change the conditions for human detection, for example, increase or decrease the
threshold area for detecting contours. This will allow us to assess the sensitivity of the system to different
object sizes and changes in the environment. To conduct an experiment to test the human detection system
based on changing the threshold area for detecting contours, we can change the threshold value in the
detect_human algorithm. Changing the threshold will allow us to assess how the system reacts to different
object sizes. Next, we will present a table with conditional experimental data, and also build a graph for
sensitivity analysis. The main steps of the experiment: 1. Determining different thresholds of the area (the
threshold will vary from 100 to 1000). 2. Measuring the number of people detected at each threshold. The
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results of the first experiment are given in Table 1, and Fig. 2 shows Threshold Area vs. Number of
Humans Detected graph.

Table 1
Results of the first experiment testing the people detection system
Number of Humans .
Threshold Area Detected Description
100 51 Small threshold, many objects detected
200 47 Moderate threshold, some objects missed
300 43 Standard threshold for detection
500 37 Higher threshold, fewer detections
800 24 High threshold, even fewer detections
1000 16 Very high threshold, minimal detections

From Table 1, it can be seen that at a threshold of 100, the system detects the largest number of
objects, since it reacts even to the smallest contours. However, this can lead to numerous false positives,
since the system also captures small objects that are not people. As the threshold is increased, the number
of people detected decreases, since the system begins to ignore small objects that do not meet the criteria.
At a very high threshold, for example, 1000, the system detects almost no objects, since most contours do
not exceed the minimum area for detection.

Threshold Area vs. Number of Humans Detected

—&— Detected Humans

Number of Humans Detected
N W W & & w
w Qo (v ] =3 v =]

h
o

200 400 600 800 1000
Threshold Area

Fig. 2. Threshold Area vs. Number of Humans Detected Graph

The second experiment involves changing physics parameters such as gravity and friction
coefficient, we need to change these parameters in PyBullet and observe how they affect the robot's motion
in the simulation. We can change the gravity and friction coefficient values for objects and measure how
this affects the robot's motion and its interaction with objects. To change gravity, we will use different
values of gravity to investigate its affects the robot's motion, and to change the friction coefficient, we will
set different values of the friction coefficient for the surface to see how this changes the motion of objects
under the action of the robot. The results of the second experiment are given in Table 2, and Fig. 3 shows
the Time to Move Object vs Friction Coefficient and Gravity graph.

From the experimental data obtained, several important conclusions can be drawn regarding the
influence of gravity and friction coefficient on the time of object movement. Increasing the friction
coefficient leads to a decrease in the time of object movement, since friction contributes to more efficient
movement and reduces slippage. At the same time, decreasing gravity increases the time of movement,
since objects become lighter, and their movement requires more effort to overcome friction. The most
pronounced effect is observed when gravity is reduced to 3 m/s%, where the movement time increases
significantly even at high values of the friction coefficient. This indicates that gravity has a significant
effect on the robot's ability to move objects, and reducing this parameter complicates effective movement.
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Table 2
Results of the second experiment with changing physics parameters such as gravity and friction
coefficient
Gravity (m/s?) Friction Coefficient Time to Move Object (s)
9.8 0.5 10.2
9.8 0.7 9.5
9.8 1 8.0
5.0 0.5 125
5.0 0.7 11.0
5.0 1 9.2
3.0 0.5 14.0
3.0 0.7 12.8
3.0 1 11.0
Time to Move Object vs Friction Coefficient and Gravity
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Fig.3. Time to Move Object vs Friction Coefficient and Gravity graph

Results and Discussion

The results of the study confirm the effectiveness of the developed program for modeling the
workspace of a collaborative robot taking into account the presence of people. During testing, the system
demonstrated high accuracy in recognizing objects, in particular human contours, which allows the robot to
quickly adjust its trajectory to avoid collisions. Sensitivity analysis of the algorithm showed that at a low
threshold for the contour area, the system registered an excessive number of objects, including even
insignificant elements of the environment, which led to false positives. With an increase in the threshold, it
was possible to reduce the number of false detections, but the probability of missing important objects
increased, especially at a high threshold value of 1000, which indicates the need to choose the optimal
balance for different working conditions. The results of the experiment on changing the physics parameters
(gravity and friction coefficient) indicate a significant impact of these indicators on the efficiency of the
robot's movement and its maneuverability: with a decrease in gravity, the time for moving objects
increased, while an increase in the friction coefficient contributed to better control over the movement. The
results obtained indicate that the potential field model, which combines attractive and repulsive fields, is
effective for ensuring the safe operation of the robot near people, and adjusting the sensitivity threshold
and physics parameters allows you to adapt the system to specific production conditions. This study
demonstrates the possibility of achieving a high level of safety in robotic systems integrated into a space
with the presence of people, and also indicates directions for further improvement of the model.
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Conclusions

Developing a program for modeling and simulating the workspace of a collaborative robot taking
into account the presence of people is an important step towards creating safer and more efficient robotic
systems. Based on experimental data obtained during testing of the people detection system, it was found
that changing the area threshold for contour detection significantly affects the accuracy and sensitivity of
the system. A threshold set to 100 allows detecting even the smallest objects, which can lead to false
positives, while increasing the threshold reduces the probability of false positives, but may miss some
important objects. However, the highest threshold (1000) turned out to be excessively rigid, which leads to
a significant decrease in the number of detected people, and is not sensitive enough for the correct
operation of the system.

In the context of changing physics parameters, such as gravity and friction coefficient, the results
obtained showed a significant impact of these parameters on the robot's ability to interact with objects.
Reducing gravity leads to a decrease in the efficiency of moving objects, as they become lighter and
require more friction to support movement. At the same time, increasing the friction coefficient allows you
to reduce the time required to move the object, which improves the maneuverability of the robot in
conditions where control over the friction force is important, for example, when working with light objects.

These results provide an opportunity for further research aimed at optimizing the sensitivity of the
human detection system taking into account different environmental conditions. One of the directions of
future research may be the implementation of adaptive algorithms that will adjust the detection threshold
depending on changes in the environment or when the object is moving. It is also worth investigating how
changes in lighting and image quality can affect the accuracy of human detection, which is important for
real-world applications of robots in variable conditions. In addition, it is necessary to develop models to
predict the behavior of the robot in conditions of unstable friction and low gravity, which will help to
further improve the adaptability of robots to different working environments.
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AHoTanis. Y cTarTi npencTaBieHO PO3poOKy MPOrpaMHOro 3a0e3redyeHHs JJIsl MOJENIOBaHHS Ta
iMiTanii poOoOYOro MpPOCTOpy KOIa0OPATHMBHOTO POOOTa 3 ypaxyBaHHsIM MPUCYTHOCTI mofed. Lle BaxmBuii
KPOK y CTBOpEHHI Oe3neuHux Ta e(eKTHBHHX POOOTHM30BaHMX cHCTeM y pamkax konuenuii Industry 5.0.
[Ipobnema nopomkeHa HeoOXiqHICTIO 3a0e3MeueHHs1 Oe3NeK i Jac B3aeMoJii poOoTa 3 omnepaTopoM, II0
aKTyaJbHO A1 CY4YaCHMX BHPOOHMYMX IIPOLECIB 3 BHCOKOIO YYacTIO JIIOAMHH. METOI0 IOCITIDKCHHS €
CTBOPEHHS IHCTPYMEHTY Uil JUHAMIYHOTO MOJENIOBAaHHSA CEpelOBHINA, 3JaTHOTO BHUSBIATU JIIOACH Yy
pobouomy mpocTopi poOOTa Ta YHHKATA MOXKIMBUX 3ITKHEHb. Y TpOLeci JOCIHiKeHHs OyJjM 3acTOCOBaHi
METOZM KOMIT IOTEPHOTO 30py Ta aJrOPUTMU OOpOOKH 300pakeHb Ul BH3HAYCHHS MICISl PO3TAIlyBaHHS
JIIOIMHA B TPUBUMIPHOMY TIPOCTOpI 32 JONOMOroro Takux Oibmiorek, sik PyBullet i OpenCV. OcHoBHUMYU
pe3yibpTaTamMu poOOTH € eKCIIEPUMEHTAJIbHI JIaHi, 10 MiATBEPIXKYIOTh €(PEeKTHBHICTh PO3POOICHOT CHCTEMHU
TIpY BUSIBJICHHI O0'€KTIB 1 3amoOiraHHi 3iTKHeHHsM. HoBH3HA JOCHIKEHHS MOJISIra€ B 3aCTOCYBaHHI MOJEII
MOTEHLIIHHOTO OIS, SIKa TMOEJHYE CHITY BIAIITOBXYBaHHS BiJl JIIOJMHU Ta CHIY TSDKIHHS 10 LIJIbOBOI TOYKH,
0 JO3BOJISIE AIANITUBHO PETYJIOBATH TPAEKTOPiI0 pyxy podora. [IpakTdHa 3HAYYIIICTH pOOOTH MOJATAE B
MiJBUIICHH] Oe3neku Ta e(eKTHMBHOCTI KONAOOpPATHBHHUX POOOTIB B MPOMHUCIOBUX YMOBaX, IO CIPUSE
3HIDKEHHIO PU3HKIB JJIs orepaTtopa. MeTor MOAaNbINX MOCTiIKeHb € ONTHMI3alis aJrOpUTMy BUSBICHHS
TMOAeH 3 ypaxyBaHHSM 3MiH 30BHIIIHBOTO CEPEIOBHUIIA, 30KpEMa, OCBITIEHOCTi, a TaKOX BIIPOBAKCHHS
aJanTUBHUX IIOPOTiB BUSBJIEHHS 00’ €KTIB.
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