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Abstract. The constant growth of data volumes requires the development of effective
methods for managing, processing, and storing information. Additionally, it is advisable to apply
multimodal approaches for knowledge aggregation to extract additional knowledge. Usually, the
problem of efficient processing of multimodal data is associated with high-quality data
preprocessing. One of the most critical preprocessing steps is synchronizing multimodal data
streams to analyze complex interactions in different data types. In this article, we evaluate existing
approaches to synchronization, focusing on strategies based on real-time classifiers, which are based
on comprehensive platforms for data integration and management. After the synchronization of
multimodal sets, the key stage is data fusion, data identification in different channels, such as text,
video, and audio. The results demonstrate the feasibility of the proposed synchronization approach
for revealing subtle relationships between various data sets. An architectural solution was also
suggested to integrate the proposed method into existing multimodal data processing pipelines. This
work contributes to developing synchronization tools for multimodal data analysis in dynamic real-
world scenarios.

Keywords: Multimodal data, Data Analysis, Synchronization tools, Real-time application,
Machine learning.

Introduction

Multimodal data are data sets that contain multiple types of information, such as text, images, audio,
video, and other formats. In natural language processing (NLP), multimodal data often includes text
descriptions, photos, videos, or audio recordings related to specific objects or phenomena being analyzed.
The complexity of processing such data is related to their diverse formats and characteristics, which
requires specialized methods and techniques for practical analysis and integration [1].

Acrtificial intelligence (Al) plays a crucial role in solving the problems of analyzing multimodal data.
Al technologies, such as speech recognition, are central to this field. Speech recognition systems analyze
and integrate voice, audio, and text data, which is essential to multimodal data processing. Al capabilities
go beyond recognition, enabling automation and optimization in various industries, from natural language
processing to autonomous driving and facial recognition [2-3]. Al training processes can be compared to
traditional modeling methods such as decision trees. However, these processes are designed for
autonomous learning. After training, the system’s performance is tested on new data sets. This iterative
approach ensures continuous improvement in accuracy and reliability.

Machine translation is an example of Al applied to multimodal natural language tasks. These
systems mimic the work of a translator, requiring an understanding of grammatical structures and
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contextual nuances. Their performance mainly depends on domain-specific knowledge, as terminology and
contextual constraints vary across domains [4-5]. Unlike single-word translation, machine translation
focuses on phrases or sentence structures to effectively convey complex ideas. A unique feature of
machine translation is its ability to process data of varying lengths, achieved using recurrent neural
networks (RNNs). ANNs are well suited for sequential processing of data, enabling accurate translation
and other NLP tasks.

The field of multimodal data recognition is rapidly evolving due to the development of deep learning
and neural network architectures. Using transformational approaches for preprocessing and analyzing
multimodal data improves the accuracy and relevance of system results. Integrated multimodal models
simultaneously process different data formats - text, audio, images, and video - contributing to a holistic
understanding of information. Fusion architectures combine data streams at different processing levels, and
attention mechanisms prioritize critical modalities during analysis to obtain more effective results. Special
emphasis is placed on developing quality metrics that ensure semantic accuracy, grammatical correctness,
and naturalness of system results, further expanding the industry's capabilities [6].

Problem Statement

The main goal of this project is to develop an intelligent system for recognizing multimodal data in
information systems, detecting anomalies, and filtering irrelevant data to improve the overall accuracy of
the data. This will be achieved by creating an iterative data processing system consisting of an agent
module for monomodal data that will classify the data type and a second model to search for anomalies.
Finally, we will use data fusion techniques and evaluate the effectiveness of one of three fusion methods -
late fusion, early fusion, and hybrid fusion - for detecting and analyzing multimodal data (including text,
metadata, and input images) [7].

Using these fusion techniques, the system seeks to identify critical anomalies in the data, ensuring
that only relevant and accurate data is retained [8]. The improved data quality will enhance and optimize
the synchronization process in the following data processing stage, supporting more efficient decision-
making and system performance. The project aims to improve the efficiency of multimodal data integration
and anomaly detection to increase information systems' reliability and accuracy [9].

Unimodal data (single modality) [10] and processing systems that handle text, images, audio, or
video, focusing solely on understanding and analyzing one input type. Unimodal systems are more
straightforward in architecture and are tailored to specific data types, while multimodal systems are more
complex, requiring synchronization and integration of heterogeneous data sources. The initial problem of
the multimodal system is data integration and synchronization of data from multiple modalities
simultaneously [11].

The scope of multimodal systems is narrower, addressing multi-stream challenges. In contrast,
multimodal systems aim to provide a more comprehensive understanding by leveraging the interplay
between different and analyze, such as combining text, images, and audio to derive richer insights. A
general description of unimodal and multimodal processing systems is presented in Figure 1.

Unimodal Al model

Multimodal Al model

S

Fig. 1. Schematic representation of multimodal and unimodal handling process
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Evaluation of Multimodal Data Synchronization Tools

The project aims to evaluate and develop an approach for effective synchronization of multimodal
data streams, addressing challenges in processing heterogeneous datasets from diverse sources. The
outcomes of this research are expected to contribute to the advancement of synchronization methods by
ensuring precise alignment across modalities such as audio, video, and sensor data. This will improve data
reliability, coherence, and utility in subsequent analytical processes.

Key outcomes include:

1. With overview synchronization tools, the project seeks to enhance the precision of
multimodal data alignment, reduce inconsistencies, and ensure that information from various streams is
temporally and contextually coherent.

2. Provide architectural solutions that enable seamless integration of multimodal
synchronization methods into existing systems. This includes tools capable of handling the variability of
real-world data scenarios while maintaining robust performance.

3. Evaluated existing and proposed tools to process large volumes of heterogeneous data
effectively. They will support scalable and adaptable approaches for synchronizing diverse modalities,
from low-sampling-rate sensors to high-frequency audio and video streams. The tools leverage machine
learning to maximize the information gained from multimodal observations and improve the overall
aggregation accuracy.

To sum up, this work highlights the importance of developing advanced multimodal data
synchronization systems. The synchronization technique presented in this paper is flexible and applicable
to various data streams, offering opportunities to leverage commercial off-the-shelf tools for research
purposes. By enabling precise synchronization of multimodal data, the technique expands the usability of
systems not initially designed for research into scientific and methodological studies.

This development creates significant potential for applications in psychology, game studies,
cognitive sciences, and experiential-based multimodal research. Addressing current limitations and
leveraging modern techniques will provide a foundation for creating reliable, efficient, and unified
solutions applicable to natural language processing, cognitive sciences, and user behavior analysis.

Review of Modern Synchronization Approaches

The problem of data synchronization is a critical issue in knowledge processing systems that require
accurate integration of data from multiple sources, especially in wireless sensor networks and multimodal
data fusion scenarios [12-13]. Time synchronization is a well-established and extensively studied problem,
particularly in wireless sensor networks where subsequent sensor data fusion is required. Traditional
solutions often involve aligning the clocks of physically distributed nodes by exchanging specific
synchronization messages. This network-wide synchronization method is standard in systems with
bidirectional communication channels. Modern data synchronization tools are based on two main
approaches:

1. Hardware-based methods typically achieve synchronization by aligning the clocks of
physically distributed nodes through dedicated signaling mechanisms [14]. These methods often rely on
direct communication between devices, exchanging specific messages or signals to ensure precise
alignment. These methods are accurate and reliable, usually achieving sub-millisecond accuracy [15].
However, they are costly, require specialized equipment, and may need help in scalability for large
networks or multimodal systems.

2. Software-based methods offer a more flexible alternative, focusing on relative
synchronization without modifying source clocks [16]. These methods embed data signatures or events
within data streams, leveraging their inherent characteristics for alignment. The main idea of this approach
is to search for the correlation of sensor data streams to identify shared events, such as detecting shared
movements across devices carried by the same person or using acoustic signals for indoor localization [17].
These methods provide scalable and adaptable solutions but may introduce errors in event detection.

3. Neural network-based methods, based on limitations of existing methods, this research
introduces a novel software-based synchronization approach utilizing a neural network-based encoder.
This method converts diverse multimodal data into a unified one-dimensional vector representation,
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enabling precise stream alignment. Leverages the power of machine learning to align diverse data streams
with precision, bridging the gap between traditional hardware and software methods.

Modern synchronization approaches have made significant strides in aligning multimodal data
streams. While hardware-based methods remain the gold standard for precision, their high cost and
complexity often make them impractical. Although less precise, software-based methods provide flexibility
and cost-efficiency [18]. The proposed neural network-based approach combines the strengths of software
solutions with enhanced accuracy, offering a promising path forward for multimodal data synchronization.

Main Material Presentation

Synchronization of multimodal recordings is crucial for ensuring accurate analysis and knowledge
synthesis from various data streams and monitoring systems. Accuracy issues arise due to variability in
sampling rates, clock drift, and transmission delays of data sets from different devices. Both hardware and
software solutions address the problem of synchronization of multimodal data, each with advantages and
disadvantages. Hardware triggers are ideal for applications requiring the highest accuracy and reliability,
while software systems offer flexibility, scalability, and cost-effectiveness for dynamic and distributed
systems. However, future developments will focus on creating hybrid approaches that combine the
accuracy of hardware solutions with the flexibility of software methods. Typically, these solutions are
based on using neural networks to reduce the dimensionality of the data, which accordingly provides
feature extraction in each of the unimodal sets and reliable synchronization in various research scenarios
during further data processing.

In this study, we propose architectural solutions using an autoencoder-based neural network
architecture to solve the synchronization problems of multimodal data streams. The method efficiently and
accurately aligns different modalities by encoding multidimensional input data into a unified vector
representation. Additionally, for better feature detection and extraction, we propose to use attention
mechanisms, the effectiveness of which has been evaluated in previous studies [19]. To ensure the system
works, it is essential to go through five key stages designed to process various data sources while
maintaining reliable synchronization:

1. Maintaining unimodal data from different sources. Each data set, text, image, video, metadata,
or other types, is considered a separate independent input stream. Such a modular design provides
flexibility in the input and further processing of data sets.

2. Preprocessing of each data source, a mandatory step for all sets, involves normalization,
standardization, noise reduction, and, if necessary, dimensionality reduction for extensive multivariate
data.

3. Using an autoencoder to transform data into a feature vector, a separate neural network-based
model is trained for each modality, which additionally uses feature extraction methods and attention
mechanisms to determine similarities in different data sets. The main task of this stage is to capture the
main characteristics of the input data and convert them into unique numerical features, further reducing
their dimensionality while preserving the integrity of the available information. This ensures that different
modalities are transformed into feature spaces amenable to comparison and further synchronization.

4. Fusion and synchronization: A hybrid fusion approach combines the resulting encoded vectors
from all modalities. Building on previous research, this method combines early fusion (when data
integration occurs during encoding) and late fusion (when integration occurs after individual processing).
This combination optimizes the trade-off between accuracy and computational efficiency, allowing for
synchronizing multimodal data streams into a single vector representation. See the authors' previous work
for a more detailed comparison of the approaches [20].

5.  After synchronization, the resulting vectors are stored in a format ready for further tasks such as
anomaly detection, classification, or further multimodal analysis of the datasets. The stored data can be
provided in JSON formats as an API interface or stored in relational or non-relational databases; the key
element is to preserve the temporal dependence and contextual consistency of the data, ensuring the
convenience of collecting and using the obtained processing results.
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Evaluation of Multimodal Data Synchronization Tools

Figure 2 shows the general concept of the multimodal data processing pipeline, which ensures the
operation of the proposed synchronization algorithm based on the autoencoder approach. The alignment
process provides accurate time consistency between different data sources, demonstrating the ability of the
algorithm to handle complex scenarios accurately. It is also well suited to align multimodal data streams by
calculating offsets and synchronized outputs; a more detailed comparison of the accuracy of the different
systems will be presented in the results section.

Audio
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' ' Fig. 2. Multimodal data synchronization approach pipeline

Results and Discussion

This research compares the two most popular synchronization approaches for multimodal data:
hardware- and software-based. We propose a novel enhancement to the software-based approach by
incorporating a neural network-based encoder. This encoder converts various types of multimodal data into
a unified one-dimensional vector, which is then used for synchronization. We aim to improve the
performance and accuracy of software-based synchronization by leveraging advanced machine-learning
techniques. The evaluation of these synchronization methods is presented in detail in the results section,
where we compare the effectiveness of each approach across different modalities.

Table 1
Comparison results of three synchronization method approaches.
Modalities Hardware Software Proposed
Synchronization Synchronization Synchronization

Accuracy (%) Accuracy (%) Method Accuracy (%)
Text + Image 98,1 96,2 97,1
Text + Video 98,3 95,5 97,4
Text + Metadata 99,2 94,3 96,7
Metadata + Image 96,6 95,1 97,2
Metadata + Video 98,9 95,7 98,8
Text + Image + Metadata 96,7 93,6 96,3

The evolution of three synchronization approaches (hardware-based, software-based, and the
proposed synchronization method) multimodal data across various combinations of modalities, like text,
image, video, and metadata, was established and presented in Table 1 and Figure 3. The results of the
evaluation could be described as following points:

1. The hardware synchronization approach utilizes external triggers to synchronize the data
streams from different devices. It typically achieves high synchronization accuracy, ranging from 96.6% to
99.2%. For example, in the combination of Text + Metadata, hardware synchronization achieved 99.2%,
which was the highest accuracy among the three methods evaluated. However, while it provides accurate
synchronization, hardware synchronization requires specific equipment and setups that are often expensive
and difficult to implement.
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2. The software synchronization approach relies on a computer's internal clock or software-
based timestamps to align the data streams. Although it is more flexible and cost-effective than hardware,
software synchronization accuracy tends to be slightly lower, with accuracy ranging from 93.6% to 96.6%.
For instance, Text + Image achieved an accuracy of 96.2% with software synchronization. While it is a
viable solution, it may sometimes offer a different level of precision than hardware-based systems.

3. The proposed synchronization method offers a compromise between hardware and
software solutions. It utilizes a software-based approach with a neural network layer application to encode
multimodal data into a vector representation that is specifically optimized to enhance synchronization
accuracy. With accuracies ranging from 96.3% to 98.8%, the proposed method provides synchronization
results close to or exceeding those achieved with hardware synchronization. For example, in the case of
Text + Video, the proposed method achieved 97.4% accuracy, only slightly lower than hardware
synchronization at 98.3%.

The proposed software synchronization method delivers the best balance of cost and performance.
While hardware-based synchronization can achieve higher accuracy, it is costly and sometimes feasible to
implement in most setups. Software-based synchronization, although more affordable, can be less accurate.
The proposed method, however, offers a cost-effective alternative that achieves high synchronization
accuracy without the need for specialized hardware, making it a practical choice for many research and
application scenarios.
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Fig. 3. Comparison of synchronization method approaches

Conclusions

In summary, the research compares multimodal data synchronization tools based on two established
approaches - hardware and software synchronization - and proposes a new improvement of the software
solution using an autoencoder based on neural networks. The proposed method transforms a wide range of
multimodal data into a unified one-dimensional vector, improving synchronization accuracy.

Key project results include a detailed overview of synchronization tools that demonstrate the
potential to improve the accuracy of multimodal data reconciliation. Reducing inconsistencies of different
streams in time and context is crucial for improving the accuracy of subsequent data analysis.

In addition, the research proposes architectural solutions that facilitate the seamless integration of
multimodal synchronization methods into existing systems. These solutions are designed to cope with the
variability inherent in real-world data transfer scenarios while ensuring reliable operation with different
data types and devices.
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The proposed synchronization method uses machine learning techniques to maximize the
information obtained from multimodal observations, improving overall aggregation accuracy and allowing
for more accurate multimodal analysis. Overall, this research advances the field of multimodal data
synchronization, offering valuable insights and practical solutions for improving the reconciliation and
integration of diverse data sources in complex real-world applications.
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Awnorauis. [TocriliHe 3pocTaHHs 00CSTIB TAHUX BUMarae po3poOKH e(eKTUBHUX METOJIB YIPaBIiHHS,
00poOku Ta 30epiranHs iH(opmartii. KpiM TOro, I0IUIbHO 3aCTOCOBYBATH MYJIETUMOIAIIBHI MIAXOAW arperarii
3HaHb [UI OTPUMAHHS NOAATKOBHUX 3HaHb. 3a3BH4ail mpobieMa e(eKTHBHOI 0OpOOKHM MyJIbTUMOIATIBHHX
JIAHUX TIOB'i3aHa 3 BUCOKOSKICHOIO MOMNEPEeHBOI0 00poOKor naHuX. OmHMM 13 HaWBaXKJIMBINIMX ETaIliB
oTepeIHbOI 0OPOOKH € CHHXPOHI3aIlisi MYJIBTUMOIATBHHUX MTOTOKIB JAHUX JJIS aHAI3Y CKIIAJHUX B3aEMOJIIHN y
pI3HHX THNAaX OaHUX. Y CTATTi OIIHIOIOTHCS ICHYIOYI MiIXOJW JO CHHXPOHI3allil, 30CepeKYIOunUCh Ha
CTparTerisix, 3aCHOBaHUX Ha Kiacu(]ikaTopaX peajbHOro 4acy, sIKi 3aCHOBaHI Ha KOMIUIEKCHUX IIaThopmax
JUIsl IHTerpaii Ta yrnpaiiHHs qanuMu. [licast CMEXpOHI3allii MyJIbTUMOAATBHIUX HA0OPIB KIFOUOBUM €TaIlOM €
3IMUTTS JaHUX, 1eHTU(IKalis NaHUX y PI3HUX KaHallaX, TaKuX SIK TEKCT, Bileo Ta ayaio. Pe3ynbratu
JIEMOHCTPYIOTh 3/IIICHEHHICTh 3aITPOIMIOHOBAHOIO ITiIX0/ly CHHXPOHI3aLlil Jisl BUSBJICHHS TOHKUX 3B SI3KIB MiXK
pisauMu  Habopamm maHmX. Takok Oylno 3ampONOHOBAHO AapXiTEKTypHE pilleHHS Ui IHTerparii
3aMpoNOHOBAHOTO METOAY B ICHYIOUI MYJIBTHMOIAIBHI KOHBeepn 0OpoOkm maHmx. Llg poGorta cmpwusie
po3poOdIli IHCTPYMEHTIB CHHXpPOHI3aImii I MyIbTHMOAAJIBHOTO aHANI3y AaHUX y OUHAMIYHHAX CIEHapisx
peaNBHOTO CBITY.

KarouoBi cinoBa: MynsTHMOAanbHI JaHi, aHami3 JaHUX, HCTPYMEHTH CHHXpOHI3amii, mporpama
peaybHOro Yacy, MalllMHHE HaBYaHHS.
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