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Abstract. This paper describes a license plate recognition method, exemplified by training
and deploying a machine learning model. The study uses the YOLO (“You Only Look Once”)
neural network architecture and optical character recognition (OCR) techniques to extract license
plate characters for real-time license plate recognition. Experimental tests, including model training,
validation, and evaluation, demonstrate the effectiveness of these methods in enhancing automated
access control in smart parking systems.
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Introduction

The development of automated parking systems is becoming increasingly important as smart cities
evolve and demand for efficient urban infrastructure grows. An important component of these systems is
automated license plate recognition, which utilizes advanced computer vision and artificial intelligence
(AI) technologies. The YOLO (“You Only Look Once”) [1] neural network architecture is notable for its
real-time object detection capabilities, which can provide accurate and fast license plate identification.

The global adoption of Al-driven systems is expanding rapidly. At the same time, the smart parking
market is also expected to reach $16.5 billion by 2030 [2]. This growth underscores both the ability and the
importance of integrating robust machine learning models to optimize parking management and improve
user experience. The ability to efficiently process data and provide results in real time makes machine
learning an important tool in modern smart parking solutions.

Objectives and Problems of Research

This research has the following objectives:

1. preparing data and training a YOLO machine learning model for recognizing license plates of the
Ukrainian standard;

2. studying and interpreting the results to investigate the quality of model training;

3. integrating the model with an existing OCR system and testing their operation;

4. determining the opportunities and directions for further research.

Main Material Presentation

Data preparation for further model training

In order to be able to detect a license plate and display its bounding box, the YOLO neural model
must be trained beforehand. The training process requires a prepared dataset. This study utilizes a dataset
of car images sourced from AutoRia [3]. This allows the use of images with Ukrainian license plates of
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various types. Thus, it almost completely covers the most important standard - the State Standard of
Ukraine “DSTU” (Fig. 1).

The next step is to use the dataset to set the expected bounding boxes. This is required for the neural
network training process itself. Training a YOLO neural network is a type of supervised learning which
means that the model is trained on a large amount of data using appropriate labels. During training, the
model receives input images and the corresponding coordinates of bounding boxes that define the objects
to be recognized.

The Roboflow service (https://roboflow.com) can be used to prepare all types of datasets. Using its
documentation [5], we upload our images (about 800 images selected in the previous step) and create a
class to solve the classification problem. Fig. 2 illustrates this service in use.
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Fig. 1. “DSTU” view of license plates Fig. 2. Working with the Roboflow service
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Fig. 3 shows how the bounding boxes are set by using the online editor provided by Roboflow.
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Fig. 3. Manual selection of bounding boxes for 800 images

After each image is manually annotated, the dataset should be split into images for training, testing,
and validation. To balance the demands on the model, a proportion of 70% for training, 15% for validation,
and 15% for testing was used (Fig. 4). The test set evaluates the final performance of the model on
unknown data, suggesting generalizations; the validation set helps in tuning hyperparameters and prevents
overfitting; and the training set provides most of the data needed to identify patterns. These ratios are often
used because they offer enough information for each of the three steps without the risk of creating an
imbalance in the model's estimation.
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Fig. 4. Percentage breakdown of the dataset into training, validation, and test data
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Training the YOLO network to detect a license plate in an image

After setting up the environment and downloading all YOLO ultralytics [4] and other required
Python-dependencies, the training process can begin, as shown in Fig. 5. In order to start training, it is
necessary to transfer data sets and parameters of how the model will be trained. The parameters used for
training are 25 epochs with AdamW optimizer. This optimizer is often used for this type of task and
dynamically adjusts the learning rate for each parameter, allowing the model to converge faster and more
efficiently.

To accelerate the learning process on Nvidia graphic cards, it is crucial to ensure the proper
installation and configuration of the CUDA driver, if supported by the hardware [6]. CUDA is a
proprietary technology developed by Nvidia that allows GPUs to be used to perform various computing
tasks much faster than can be done on a CPU. With thousands of relatively simple cores, GPUs enable
simultaneous execution of many typical tasks. This speeds up the learning process significantly [7].
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Fig. 5. Model training process

As a result of training, we obtain the weights (weights/best.pt file) and many different graphs. Let's
look at a few graphs that allow checking the quality of the trained model.

Fig. 6 shows the precision curve depending on the level of confidence in the license plate
recognition model.
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Fig. 6. Graph of precision-confidence curve
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This graph shows that as the confidence level increases, the model's precision increases
correspondingly, reaching a plateau at the highest level of 1.0. The initial increase in precision indicates
that when higher confidence thresholds are chosen, the model makes fewer errors, or in other words,
produces fewer false positives. This is typical for systems where low confidence thresholds make it easier
to classify objects as positive, which leads to a higher false positive rate.

To better understand the concept of accuracy, it can be expressed through the equation Eqg. 1:

P=—"— (1)
TP 4+ FP
where TP are true positives and FP are false positives.

The fact that precision remains high even at high confidence levels indicates that when the model
classifies an object, it has a high probability of being correct. This may be a sign that the model is good at
distinguishing between classes of objects.

However, it is important to remember that high precision alone does not guarantee that a model is
effective. For example, if a model has a high accuracy but a very low confidence factor, it may mean that it
is very careful in selecting positive cases for classification, but misses many true positive results. The
optimal balance between precision and confidence depends on the specific goals and requirements of the
task.

The second important graph (Fig. 7) shows the curve of the dependence of recall on confidence. The
recall remains at 1.0 for most confidence levels, which means that the model detects all real positive cases
before the confidence threshold becomes too high. A sharp drop in recall occurs only at very high
confidence thresholds, which is expected as the model starts to miss some true positive cases.

Recall-Confidence Curve
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Fig. 7. Graph of recall-confidence curve

Based on the presented curve plots, we can conclude that the model demonstrates high accuracy and
recognition ability at a low confidence threshold. This indicates its ability to effectively classify true
positive cases. Since both curves reach high values at a low confidence threshold and maintain these values
when the threshold is increased, we can say that the model strikes a good balance between preventing false
positives and missing true positives, making it well balanced for practical applications.

The next image generated by YOLO is the results of the model (Fig. 8), presented in the form of
bounding boxes with the percentage of confidence that the image area belongs to a certain class. These
results were collected during the model validation phase and, as can be seen, the confidence levels are
above 0.8 (where 1 is the maximum value and 0 is the minimum value). It can be visually confirmed that
the model correctly identified the frames in the images from the test set. Thus, we can be sure that the
model has been trained and is ready for further use. As a result of the training, we received the file
weights/best.pt, which contains the weights for the model. The file size is relatively small and is just 22
MB.
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Fig. 8. Verification of the model on test data

An important concept of YOLO networks (and other detector networks) is Non-Max Suppression [8]
(NMS). NMS is a post-processing stage that allows selecting only one bounding box among many boxes
corresponding to the same object. The principle of operation is shown in Fig. 9. The Non-Max Suppression
algorithm takes many frames with different levels of “confidence” and, using the Jaccard index
("Intersection over Union™) and a certain numerical threshold, produces a single frame that best represents
the union of all previously obtained bounding boxes. This post-processing should be enabled, as it is
extremely important for further correct operation of OCR, where the extracted frame will be transferred to.

Fig. 9. Non-Max Suppression selects one merged frame of class “Cat” out of many

Results and Discussion

As a result, an application that uses the camera module cyclically reads information from the sensor
frame by frame was developed. Fig. 10 illustrates the system in IDLE mode, processing the video stream at
a rate of 12 FPS. Each frame is immediately transmitted to the YOLO neural model, which finds the
bounding box for the license plate, if it is present. The license plate images obtained in this way are sent to
the OCR, which extracts alphanumeric characters from the images.

For this work, a simple but effective recognition library called EasyOCR was used. This library [9]
is well-known for its ease of use and support for many languages, including Cyrillic. However, in scenarios
with high load and real-time processing, its speed can be a bottleneck in the system, especially when
processing high-resolution video or in difficult conditions such as poor lighting or distorted license plates.
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Fig. 10. IDLE mode Fig. 11. Number recognized

The recognized license plate is shown in Fig. 11. OCR returns results with a certain level of
confidence, and only results exceeding a predefined confidence threshold are considered.

As we can see, the trained neural network was able to extract the image with the license plate
coordinates, which was then processed using OCR. Future improvements within this study may include,
but are not limited to, optimizations such as parallelizing the detection and recognition processes, using
more efficient image processing algorithms, improving OCR performance through the potential use of
machine learning models, including transformer-based models, using newer versions of YOLO with new
State of the Art tools, switching to LiteRT [10] (formerly TensorFlow Lite), and others.

Conclusions

This paper discusses a license plate recognition method for modern smart parking systems. This
solution is based on the YOLO neural model for license plate recognition and includes OCR system for
character recognition.

During the study, a machine learning model based on the YOLO architecture was trained to
recognize license plates in real time and integrated with a recognition system to extract alphanumeric
characters.

The main theses arising from the results of this study are as follows:

- the development of Al models and methods for license plate recognition can be an effective
solution for automating access control in smart parking systems;

- the development and implementation of effective computer vision systems, including object
detection and character recognition, require in-depth knowledge of machine learning and optimization
methods;

- existing solutions for developing, training, accelerating, and optimizing neural models are
constantly evolving, enabling more efficient and cost-effective deployments.

Next steps may include optimizing the current convolutional neural network and OCR. In particular,
the YOLO neural model can be tweaked by switching to LiteRT (formerly TensorFlow Lite), using its
guantization and inference acceleration features. This will provide a real-time performance boost without
significantly reducing accuracy, and will also allow the trained network to run on low-end devices, making
the Smart Parking solution that may be developed more cost-effective.

Other improvements mentioned here, such as parallelizing the detection and recognition processes
using available Python or other programming language tools, using more efficient algorithms, and keeping
the utilized architecture up to the latest version, can also be considered as potential directions for the
development of this research.
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In addition, the possibility of deeper integration of machine learning models for broader recognition
tasks, such as recognizing not only license plates but also vehicle make and model, is to be explored in the
future. This will enhance the system's ability to provide complex data, which will increase its impact on
smart parking solutions.
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CUCTEMA PO3YMHOTI'O ITAPKYBAHHA JJIS1 PO3ITII3HABAHHSI HOMEPHUX 3HAKIB HA OCHOBI
HEHPOMEPEXI YOLO TA ONTUYHOI'O PO3MI3HABAHHS CUMBO.JIIB
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AHoTanisg. Y crTaTTi OMHMCaHO METOJ PO3IMi3HABAHHS HOMEPHUX 3HAKIB HAa TPUKIAlI HABUYAHHS Ta
pO3TOpTaHHS MOJEJ MAIIMHHOTO HaBYaHHA. Y JOCHIKEHHI BUKOPHUCTOBYETBCS apXiTeKTypa HEUPOHHOI
Mepexki YOLO («You Only Look Once») i meromm omrtmuyHOTO posmizHaBaHHS cuMBoiiB (OCR) mis
BUJIyYCHHS CHMBOJIB HOMEpPHHX 3HAaKiB JUIS pO3Mi3HABAHHS HOMEpPHHX 3HAKiB y pEaTbHOMY daci.
ExcnepumenTanpHi BUIPOOYBaHHS, BKIIOUAIOYM HABYAHHS MOJIEINI, BaNiJaIlif0 Ta OLIHKY, JEMOHCTPYIOThH
e(eKTUBHICTb IUX METOJIB y MOKpAIICHHI aBTOMATH30BAaHOTO KOHTPOIIO NOCTYITy B PO3YMHHX CHCTEMax
TapKyBaHHS.

KarouoBi cioBa: Mopem HeliponHuX Mepex, YOLO, po3mi3HaBaHHS HOMEPHHX 3HAKIB, PO3yMHE
MMapKyBaHHS, ONITUYHE PO3II3HABAHHS CHIMBOJIIB
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