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Sentiment analysis is an essential technique for classifying and extracting emotions from
several data sets. While many basic methods distinguish between negative and positive
emotions, advanced approaches may consider additional categories, such as neutral emo-
tions. This becomes very important and difficult when we need to deal with less parsed
languages and dialects, such as Moroccan Darija. Our study highlights the nuances of
conducting sentiment analysis implementing the MAC dataset, which includes comments
in Moroccan Darija. Our main target is to do comparative study and research of the most
used machine learning models for Arabic sentiment analysis, especially SVM, NB and
KNN. These models have proven their effectiveness in classifying and analyzing emotions
in widely studied languages such as English and Arabic. Through this comparative anal-
ysis, we aim to realize their effectiveness and adaptability in the Moroccan Darija dialect

context.
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1. Introduction

Sentiment analysis, is one of the important parts of text mining, it is dedicated to extract and interpret
meaning from a variety of text sources, from survey responses to online reviews and comments on social
media. At the heart of this task is the application of natural language processing (NLP) techniques,
assigning sentiment scores such as —1 for negative sentiment and +1 for positive sentiment. In the
digital age, every moment sees countless publications being shared online, especially on social platforms.
This massive amount of data gives organizations the ability to monitor their brand or product awareness
in real time [1].

Despite the enormity and ubiquity of this data, a significant amount of sentiment analysis research is
still geared towards English, leaving other languages, especially variations of Arabic, to follow it |2, 3].
Interestingly, comments in Arabic, especially in vernacular, have skyrocketed on the Internet. An
emerging consensus indicates a growing need towards sentiment analysis in less studied languages, due
to the lack of in-depth studies, especially in the Moroccan dialect.

Previous investigations have highlighted the effectiveness of various machine learning models, of
which SVM emerged as a recurring model, showing a higher accuracy rate of over 82% in some stud-
ies [4]. These findings were corroborated by research focusing on perceptions of health services using
the Twitter dataset. Here, models such as SVM, Naive Bayes and CNN have been evaluated, where
SVM stands out for achieving an impressive accuracy of 91 [5].

In this context, our study introduces a new dimension by implementing MAC (Moroccan Arabic
Corpus) [6] to analyze the emotions of comments written in the Moroccan dialect. Our contributions
are threefold:

e describing and investigating the properties of the MAC dataset;
e presenting different techniques to preprocess the MAC dataset comments for sentiments analysis;
e presenting a set of experiments to the dataset to establish a comparison on different classifiers.
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The rest of the paper is structured as below: in section 3, we present the extraction process used
for the classification stage, the experimental results are presented in section 4 and conclude with the
conclusion in section 5.

2. Statistics

The Arabic language, with its deep historical roots and vast influence, is among the five most spoken
languages in the world [7]. However, in the specific field of sentiment analysis research, this often seems
overshadowed. Representing 274 million native speakers, Arabic is an official tongue across a myriad
of nations such as Egypt, Saudi Arabia, Algeria, Iraq, and Morocco, among others [8]. Collectively,
these countries, along with others, contributed to the excess of 437 million Arabic speakers in 2017, an
increase of 1.5% from the previous year. Figure 1 visually presents the hierarchy of the most spoken
languages, placing Arabic right behind strong languages like English, Chinese, Hindi, Spanish, and
slightly above with French.

But a stark contrast arises when the
spotlight shifts to academic endeavors.

While both Arabic and English sit atop

1333 global linguistic charts, the figure show-
600 cases the dearth of scientific contributions
:gg ' ' ' in NLP for the Arabic language. The En-

0 Number of speakers  g]ish Janguage sees a robust representation
in sentiment analysis studies, whereas Ara-

bic, despite its vast speaker base and offi-
cial status in numerous countries, barely touches the 100-paper-per-year mark [6].

1400
1200

Arab English ~ Chinese Hindi Spanish

Fig. 1. Top 5 of the most spoken languages in the world.

3. MAC (Moroccan Arabic Corpus) dataset description

The Moroccan Arabic Corporation (MAC) emerged as a pioneering force, presenting itself as the main
and major open source dataset designed for sentiment analysis in the Moroccan dialect. It features an
extensive collection of hand-tagged tweets that shed light on positive, negative or neutral emotions [9].

3.1. Properties of MAC

— Open source nature: MAC accessibility is one of its key features. Being open source ensures that
researchers and developers can use its vast content for various analytical purposes.

— Dataset Composition: MAC has over 18 000 manually tagged tweets. These tweets are structured
mainly in three areas: the content of the tweets, the content type and the sentiment class.

— Lexical Richness: The usefulness of the dataset is enhanced by its lexical dictionary, which includes
30000 words. This vocabulary serves as a substantial repository, facilitating various NLP tasks.

3.2. Exploratory analysis

To truly harness the power of the MAC dataset, an exploratory analysis is essential. Digging deeper,
we see that the dataset neatly classifies the comments into distinct classes. A quick look at the dataset
reveals mostly positive responses.

3.3. Preprocessing steps

In the field of data science, preprocessing acts as a guardian, guarding the portals of accurate and
insightful analysis. For MAC, this stage is very important to remove noise and refine the data set.
The processing journey includes:

— delete duplicate tweets to avoid redundancy;

— filter all special characters, ensuring the purity of the text content;
— removing stop words often doesn’t contribute to sentimental value;
— cut out repetitive characters for clarity and brevity;
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Fig.2. MAC corpus statistics.

— refine hashtagged words by replacing “#word” with word”, making them easy to understand;
— normalize data by removing diacritics, ensuring consistency;
— dataset coding — a step that converts phrases into lists of individual words.

3.4. Stemming and lemmatization

Both stemming and lemmatization serve as foundational pillars in the realm of natural language pro-
cessing. These techniques are essential for distilling words to their basic nature, focusing mainly on
extracting the base or root of a word. By doing so, these methods greatly reduce the complexity and
size of the data set, while preserving its inherent semantic meaning.

Stemming: This process returns words to their original form by removing suffixes or prefixes.
Finding the roots [10].

Lemmatization: Unlike root words, lemmatization converts words to their base form using lan-
guage rules and dictionary look-ups. The key difference between root word (stemming) and Lemmati-
zation is that lemmatization ensures that the root word (lemma) is a legal word in the language [11].

In the context of our research involving the MAC dataset, we chose ISRI Stemmer for this task.
While stemming might seem rudimentary compared to lemmatization, the choice of ISRI Stemmer is
well-founded. Designed to address the nuances and complexities of the Arabic language, this stemmer
set excels at distilling words into meaningful and contextual roots. This ensures that despite the
morphological richness of Arabic, our sentiment analysis models operate on a well-ordered dataset
without losing significant semantic information [12].

3.5. Vectorization methods

Converting textual data to a format that machine learning algorithms can interpret is an essential
step in natural language processing. This transformation, known as vectorization, represents the text
as a digital vector, ensuring that the semantic nature of the content is maintained while making it
processable by machine models. In our tests, we used two overall vectorization techniques:

— TF/IDF (Term Frequency-Inverse Document Frequency):

— Concept: At its core, TF/IDF is all about weighing words. It assigns a weight to each word
based on its frequency in the document relative to its frequency in the corpus [13].

— Significance: Words that appear frequently in a document but are rare in many documents are
often more informative. So, higher weights are assigned to them. This feature makes TF/IDF
particularly adept at emphasizing words with contextual meaning, rather than generic terms
that may appear all over the text [13].

— Application: In the context of sentiment analysis, this can be very important because specific
keywords can convey strong sentimental values. By highlighting these terms, TF/IDF can
improve the accuracy of sentiment [13].

— BOW (Bag of Words):
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— Concept: This method is relatively simple. BOW builds a vocabulary that includes all the
unique words present in the data set. Each document (or text) is then introduced as a vector,
representing the occurrence or frequency of each word in the vocabulary [14].

— Significance: Although simple, BOW is very powerful. It captures the essence of documents
in terms of word frequency, making documents particularly well-suited to tasks where the oc-
currence of words is more important than their order or semantics [14].

— Limitation: The main limitation of BOW is its inability to capture contextual or word-order
information, which can prove important in nuanced tasks [14].

4. Experimentation and results

4.1. Delving into the Core Algorithms for Arabic sentiment analysis

Sentiment analysis combines the complexities of linguistics and computing power. Therefore, choosing
the right algorithm becomes paramount. Over the years, several algorithms have proven to be par-
ticularly adept at capturing the nuances of human emotions in text, especially when it comes to the
complexity of the Arabic language. Let us take a deep dive into these chosen tools of the trade.

4.2. Support Vector Machines (SVM)

Conceptual framework. Basically, SVM embodies the idea that data, in multidimensional space,
can be clearly separated by hyperplanes. SVM meticulously searches for the optimal hyperplane that
gives the greatest distance between data layers [4],
y(@) =w-z+0. (1)

In the equation, y(x) signifies the decision value for instance x, the sign of y(x) is a determinant of
the predicted class for w - = stands for the weight vector, while b is the bias.

Key Strengths. Very powerful in space characterized by many dimensions. Especially effective
when the data has clearly separated margins [4].

Inherent Limitations. The computational demands of SVMs can be high, making them less
suitable for huge data sets. They exhibit sensitivity to noise in the data and can be affected by
outliers.

4.3. Nearest neighbor (KNN)

Conceptual framework: KNN operates on the principle of voting by majority of the neighborhood.
Essentially, an unclassified data point is assigned the most common class among its data points, k
nearest neighbors [15],

The above formula represents the Euclidean distance between two points A and B in n dimensional
space. The closer the points are, more similar they are.

Key strengths. Due to its non-parametric nature, KNN makes no assumptions about the under-
lying data distribution. Its formula is simple, making it easy to implement and explain.

Inherent limitations. KNN is memory intensive because it requires storing the entire data set.
The algorithm requires intensive computation, especially for data sets with a large number of data
points.

4.4. Naive Bayes (NB)

Conceptual framework: Naive Bayes is a probability classifier, inspired by Bayes’ theorem. He

makes a bold assumption: predictors or characteristics that are independent of each other [16],

P(B/A) - P(4) 5
pPB)

P(A/B) =
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Here, P(A/B) represents the posterior probability of (A) given (B), P(B/A)is the likehood, P(A) is
the class prior probability, P(B) gives the predictor’s prior probability [16].

Key Strengths: it is powerful in situations involving multi-class prediction. If the assumption of
independence holds, New Brunswick can outperform many complex models.

Inherent Limitations: the basic assumption that the predictors are independent is strict. This is an
idealization rarely seen in real-world datasets.

With these algorithms elucidated, we find ourselves armed with powerful tools, ready to dissect
and analyze the intricate weave of sentiments in Arabic text, especially the Moroccan dialect. The
goal is very clear: to test whether their proven effectiveness in the standard Arabic text is consistent
with local dialectical nuances.

For each of our machine learning models: SVM, KNN, and NB we conducted dual experiments.
One employed the TF/IDF vectorization while the other utilized the BOW method. The aim was
to juxtapose the results and deduce the optimal vectorization strategy for sentiment analysis in the
context of the Moroccan dialect.

In order to offer a comprehensive view of the comparative outcomes among SVM, KNN, and NB
algorithms, we have visually represented the results in two formats.

Firstly, the capture bellow provides a graphical representation, making it easier to quickly grasp
the performance trends and differentials of the algorithms.

ISRI Stemmer Test data B ISRI Stemmer Validation data

BOW

TF/IDF *

BOW

NB

N

KN

TF/IDF

s BOW
>

| | | |
%

0 0.2 0.4 0.6 0.8 1
Fig. 3. Classification results in terms of accuracy.

Following that, for those desiring a detailed numerical breakdown, the following table tabulates
the exact results. Each algorithm has been benchmarked using both vectorization methods while
consistently leveraging the same stemming tool.

Table 1. Results and evaluations.

Stemming method: ISRI Stemmer

Algorithms | Vectorization methods | Validation data | Test data

SVM TF/IDF 0.846 0.843

BOW 0.887 0.889

KNN TF/IDF 0.628 0.627

BOW 0.636 0.639

NB TF/IDF 0.769 0.788

BOW 0.760 0.790

The above table and accompanying diagram provide insights into the performance accuracy of
various classifiers, keeping in mind that 70% of the corpus was set aside for validation and the remaining
30% for testing. Evidently, the SVM [4] outperforms its counterparts, showcasing superior results in
comparison.
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5. Conclusion

In this research, we harnessed the capabilities of the MAC database, a significant resource, to undertake
an in-depth comparative assessment of the leading machine learning algorithms traditionally applied in
sentiment analysis for Arabic. Our focal point in this study was comments expressed in the Moroccan
dialect, an unique and intricate form of Arabic. Upon completing a meticulous preprocessing phase
for our dataset, which involved cleaning, stemming, and other essential steps, we strategically divided
it into two segments: a test portion comprising 30% and a larger validation segment making up 70%.
This split was designed to provide a comprehensive evaluation of the algorithms’ performance on both
unseen and trained data. Our empirical results offer clear insights. SVM [4], among the evaluated
algorithms, emerged as the standout performer, showcasing its robustness in handling the intricacies
of the Moroccan dialect. It achieved a commendable prediction accuracy of 0.846 on the validation set
and a closely aligned 0.843 on the test data. In comparison, while KNN [15] and NB [16] displayed
commendable efforts, they fell short of the high benchmark set by SVM in this particular context.
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OuiHka edeKTUBHOCTI Mmogeneint MalMHHOIO HaB4YaHHS
B aHaNi3l TOHAa/IbHOCTI MapokkaHcbkoi [apii:
pocnig>xeHHa 3 Habopom gaHnx MAC

Caxi X., Eadinani C.

Daxyarvmem wayx Ben M’Cix, Ynisepcumem Xacana 11,
oyaveap Komendanm lpice Aav Xapmi, 7955, Kacabaanka, Mapoxko

AHaJtiz TOHAJIHLHOCTI € BayKJIMBOIO TEXHIKOIO I KJIacudikallil Ta BUIyYeHHsI eMOTIiii i3 Ha-
6opiB JaHuX cepBepa. Xo4a 6araro 6a30BUX METO/IIB PO3PI3HIIOTH HETATUBHI Ta MTO3UTUBHI
€MOTIil, MPOCYHYTI MiJIX0I1 MOXKYTh BPaXOBYBATH JIOJATKOBI KaTeropii, Taki 1K HelTpaJIbHi
emoriii. Ie crae ay:ke BaxK/JIUBUM i CKJIQIHUM, KOJIU HAM MOTPIOHO MaTH CIpPaBy 3 MEHII
aHAJI30BAHIMHU MOBAMU Ta JiaJeKTaMd, TAaKUMH K MapokaHcbKa Jlapia. Hamre mocmin-
JKEHHSI BUCBITJIIOE HIOAHCH IIPOBECHHS aHAJII3Y TOHAJBHOCTI 38 JIONOMOI0I0 HAOOPY JTaHUX
MAC, akuit BKII09a€ KOMEHTapi MapoKKaHCHKOIO MoBot0 Jlapis. Hama rososra mera —
IIPOBECTHU MOPIBHSAJIBHI JOCIJI2KEHHS Ta JOCJIJI2KEeHHsT MOJIesIell MAITMHHOTO HABYaHHS, K1
HaifgacTile BUKOPUCTOBYIOTHCS JIJIsT aHAJI3y TOHAJBHOCTI Ha apabCbKiit MOBi, 0COOJIUBO
SVM, NB ta KNN. Ili mozxeni moBesin cBOO edEKTHUBHICTH y Kjaacu]iKaril Ta aHaJizi
eMOTIiil y TaKuxX MIMPOKO BUBYEHWX MOBAX, siK aHIVICbKa Ta apadChKa. 3aBISKHU I[bOMY
[IOPIBHSIJIBHOMY aHAJI3y HAMAra€MoCs YCBIIOMUTH IXHIO e(PEeKTUBHICTH 1 aJalTUBHICTD ¥
KOHTEKCTi MapOKKAHCHLKOTO JiasiekTy Jlapis.

Kntouosi cnosa: ML; ASA; SA; eidkpumma eudobymxy; NLP; MAC.
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