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This paper introduces an innovative method for encrypting images, skillfully combining a
modified logistic map (MLM), deoxyribonucleic acid (DNA) and the Archimedean opti-
mization algorithm (AO). The resulting system is divided into three essential phases, each
playing a distinct role: a permutation phase using the modified logistics map, a diffusion
phase using DNA, and finally, an optimization phase incorporating AO. In the optimiza-
tion phase, the AQ is successfully deployed to determine the optimal sequence of masks for
image encryption. A notable feature of this approach is its ability to improve the quality
of DNA masks, making them compatible with the complex nature of images. Simulation
results and performance evaluations attest to the feasibility of the proposed system for
color image encryption, underlining at the same time its high level of security. One of the
most remarkable aspects of this methodology lies in its ability to enhance entropy, thus
conferring increased resistance to various statistical and differential attacks. The approach
has been validated through experimental results, affirming its efficacy, consolidating its
position as a robust and secure solution for image encryption. This research highlights
the significant contribution of the AO algorithm in the specific field of image encryption,
offering a major contribution to the evolution of security techniques in this area.
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1. Introduction

The widespread adoption of information and communication technologies in recent years has resulted
in their pervasive integration across various sectors. Voice data, images and videos are now fun-
damental elements, circulating freely in modern society [1]. However, with the proliferation of the
Internet, the risk of piracy and fraud has intensified, as this channel becomes a breeding ground for
unsecured exchanges of information. This reality has made the protection of multimedia data against
unauthorized access a major challenge for the research community [2]. Encryption, as an essential bul-
wark, plays a crucial role in meeting this security requirement. Despite this, conventional encryption
techniques such as Advanced Standard Encryption (AES) and Data Encryption Standard (DES) face
notable limitations when it comes to handling image data, characterized by high redundancy and high
capacity [3].

Faced with these constraints, researchers are increasingly turning to methods based on chaotic sys-
tems for image encryption [4]. These approaches, boasting increased sensitivity to initial conditions,
erratic behavior, non-periodicity, ease of hardware and software implementation, as well as the possi-
bility of combining them with other tools, are attracting growing interest. Among chaotic maps, the
logistic map is emerging as a preferred option, and its modified counterpart has successfully demon-
strated its effectiveness in image encryption [5, 6].
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In order to design a more powerful encryption system, researchers are advocating synergy between
chaotic systems and DNA, the molecule that carries genetic information essential to the development
and functioning of organisms |7]. DNA’s intrinsic properties, such as high information density, low en-
ergy consumption and high parallelism, make it a strategic choice. In addition, the introduction of the
optimization algorithm (AO) enriches the toolbox. Based on Archimedes’ law of physics, AO has dis-
tinguished itself by its remarkable efficiency in solving complex optimization problems, outperforming
other classical optimization algorithms [8,9].

In the context of this research, we suggest an optimal system designed for the encryption of color
images. Our ingenious scheme combines a modified chaotic map, DNA, and the AO optimization al-
gorithm for fast and optimized results. Simulation results attest that the combination of MLM-based
permutation, DNA diffusion and AO-based optimization generates an optimized encrypted image,
ready for secure transmission. This proposal seeks to transcend the limitations of conventional encryp-
tion techniques, making a substantial contribution to the advancement of multimedia data security.

The rest of our study is organized as follows: the second section outlines the fundamental compo-
nents of the proposed encryption scheme, encompassing MLM, AO, and DNA. The third section delves
into the encryption scheme specifically designed for color images. The fourth section showcases the
simulation results. Conclusions and avenues for future work are addressed in the concluding section.

2. Preliminary

2.1. The modified logistics map (MLM)

Among the classical chaotic maps frequently used in encryption systems, the logistic map stands out for
its remarkable sensitivity to initial conditions and its important randomization properties [10]. Seeking
to enhance the level of security inherent in the logistic map, Daoui and colleagues [6] have formulated a
proposal for its modification. This crucial update involves the introduction of a new parameter 3, into
the parameter space, conferring increased complexity on the associated key, making it more arduous
to use. The following formula defines the modified logistic map (MLM):

X1 = ¢(1 — Bl cos(k)|) X (1 — Xi) (1)
with 5 € [0,0.25].
Figure 1 displays the bifurcation and Lyapunov diagrams of the Modified Logistic Map (MLM).

This visual representation clearly demonstrates how the parameter § influences the behavior of the
initial logistic map, thereby enhancing the key space level.
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Fig.1. (a) The MLM’s Lyapunov exponent, (b) the MLM’s bifurcation diagram.
The selection of the Modified Logistic Map (MLM) for the image encryption process stems from
its intrinsic qualities of robustness and advanced security. As a chaotic map, MLM offers increased

sensitivity to initial conditions, introducing an element of complexity that enhances the security of the
encryption process.
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However, in order to achieve an even higher level of security and introduce an additional layer of
complexity, we decided to go beyond the isolated use of MLM. With this in mind, we chose to combine
it in an innovative way with deoxyribonucleic acid (DNA), the molecule that carries essential genetic
information.

This strategic combination goes beyond the traditional use of chaotic maps, offering a holistic
approach that capitalizes on the advantages of each of these elements. MLM brings its intrinsic ability
to generate chaotic sequences, while DNA, as a molecular carrier, adds an extra dimension of security
with its high information density, low energy consumption, and high parallelism. This fusion of two
robust technologies aims to create an innovative image encryption system, capable of meeting the most
stringent security requirements. The details of this combination and the benefits resulting from this
synergy are set out in detail in the following paragraphs.

2.2. DNA encoding and decoding

Based on the Watson—Crick complementation rule [11], a series of eight subsequent DNA coding rules
unfold, as detailed in Table 1. These rules detail the specific pairings between DNA nucleotide bases,
establishing the correspondences needed to reliably encode genetic information. Crucially, this coding
rule can be reversed, opening up the possibility of DNA decoding. This reverse phase is of vital
importance in the overall process of DNA manipulation in the context of encryption, as it enables
the original information to be recovered from the previously encoded sequence. Table 2 shows the
DNA XOR operations, representing a specific facet of this inversion of the coding rule. The XOR
(or exclusive) operation is meticulously applied to the bits of two DNA sequences, enabling precise,
calculated manipulation to achieve the desired result in the decoding process.

Table 1. DNA coding and decoding. Table 2. DNA XOR.

Rules2 | 1|2 |3]|4]|5]|6]|7]8 XOR|A | G|C|T
00 AlA|T| T|IC|C|G|G A AlG|C|T
01 G|C|G|C|T|A|T|A G G|C|T|A
10 C|G|C|G|A|T|A|T C C|T|A |G
11 T I T|IA|A|G|G|C|C T T A|G]|C

Following the introduction of the DNA that will be integrated into the encryption scheme, the next
section is devoted to a detailed presentation of the Archimedes optimization algorithm.

2.3. Archimedes optimizer (AO)

Recent developments have seen the introduction of an innovative algorithm known as the Archimedean
Optimization Algorithm (AO) [12]. Its modus operandi is inspired by the famous Archimedes’ Law
in physics, adding a unique dimension to its approach. AO is distinguished by its ability to strike
a harmonious balance between two fundamental aspects of optimization: exploration, which involves
seeking new solutions, and exploitation, which aims to capitalize on solutions already discovered.

The key advantage of AO lies in its ability to dynamically modulate this balance between explo-
ration and exploitation. This feature makes it particularly well suited to solving complex optimization
problems in engineering, where the search for optimal solutions requires a balanced and flexible ap-
proach.

Archimedes’ optimization algorithm ingeniously emulates the principles underlying Archimedes’
Law, by introducing a notion of buoyancy into the solution search space. This innovative approach
makes Archimedes remarkably agile in navigating vast and often complex solution spaces. In the
remainder of our talk, we will take a closer look at this new algorithm and examine how its integration
into our encryption scheme enhances the system’s overall efficiency.

The AQ’s primary steps are as follows:

Step 1: Start by defining the positions, volume (V'), density (D) and acceleration (acc) of all the
objects.

Step 2: Update the densities (D) and volumes (V') of an object i. When two objects first collide, they
attempt to attain a stable state after some time has passed, and TF is used in the AO to do this. The
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transition from exploration to operation is based on the following formula:

TF = exp <m> . (2)

tmax

Step 3: Similarly, the density factor d;y1 decreases over time, allowing one to concentrate in a favorable

area.
t —t t
diy1 = exp ( S ) - . (3)

tmax tmax

Step 4: Exploration phase. If TF < 0.5 (objects are colliding), at iteration ¢ + 1, adjust the object

acceleration using the following formula:

Doy + Vinr X accpy (@)
Dy1(i) X Viy(4)

Step 5: Exploration phase. When TF > 0.5 (no collision between objects), at iteration ¢ + 1, adjust

the object acceleration using the following formula:

accyy1(1) =

ace (Z) _ Dbest + Vbest X ACChest (5)
t+1 Dyy1(i) X Vi (i)

Step 6: Normalize acceleration. The normalized acceleration is calculated using:

+1, (6)

accey1(1) — min(ace)

acci4+1(1)norm = umax(acc) — min(acc)

I =0.1 and u = 0.9 are the normalization ranges.
Step 7: Update the position. The object position for ¢t + 1 is calculated by

X1 (i) = {Xt(z’) + C1 xrand X z_acciy1(1)norm X d X (Xpand — X¢(7)), if TF < 0.5, 7)

Xpest + F x Cy X rand X & acci1(1)norm X d X (T X Xpest — X¢(7)), otherwise.
Step 8: Evaluation. Select the object position with the best suitability value after evaluating each
object. The AO flowchart is displayed in Figure 2.

The remarkable efficiency and flexibility demonstrated by the Archimedean Optimization (AO)
algorithm motivated its essential integration into our encryption scheme. The intrinsic capabilities of
AO have been successfully deployed to determine the optimal sequence of masks used in the image
encryption process. This strategic choice is in line with our quest for high-performance, adaptive
solutions to enhance the security of our system. A notable feature of this approach is the AQO’s
ability to significantly improve the quality of DNA masks. The aim of this improvement is to make
them compatible with the complex nature of images, which often present varied features and subtle
structures. The AQ’s agility in adjusting the mask sequence to the specific requirements of the visual
content thus helps to optimize the encryption process, guaranteeing enhanced integrity and security.
The integration of the AO algorithm into our encryption scheme thus represents a significant step
forward, exploiting its exceptional features to meet the specific challenges posed by image encryption.
In the following sections, we will delve into the details of this synergy and illustrate how this innovative
combination delivers optimized results, reinforcing the robustness and reliability of our encryption
system.

3. The proposed color image encryption scheme

The encryption scheme is based on the following steps:

Step 1: Input original image. In this initial stage, a color image I(M,N,3) is integrated into the
system, where M and N symbolize the dimensions of the original image in number of rows and
columns respectively.

Step 2: MLM generates three chaotic sequences S, = {x1,%2,...,2mxn}, Sy = {y1, Y2, .-, Ymxn}
and S, = {z1,292,...,2MxN}-

Mathematical Modeling and Computing, Vol. 11, No. 3, pp. 826-834 (2024)
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Fig. 2. AO flowchart.

The chaotic sequences crucial to the encryption process are generated using the Modified Logistic
Map (MLM), in accordance with the following equations:
Ti+1 = @1(1 — ﬁ1| COS(’L')|)$Z'(1 — :Ei),
Yir1 = d2(1 — Baf cos(i))yi (1 — vi), (8)
Zi+1 = @3(1 — ﬁ3| COS(’L')DZZ'(l — ZZ').
The values of the parameters of {¢1, d2, @3, 51, B2, B3, To, Yo, 20} are given as a security key.
Step 3: Transforming the matrices Ig, Ig, Ip and the sequences S;, Sy, S, into binary matrices.
Next, apply the DNA coding rule to encode the binary matrices into DNA matrices, utilizing the rules
specified. This process results in the generation of six transformed coding matrices.
Step 4: Using the AO algorithm to optimize the mask sequence. The next step involves applying the
Archimedean Optimization (AO) algorithm to refine the mask sequence. At each iteration, each vector
in the population is subjected to the optimization algorithm. In the end, the vector with the best
fitness value forms the optimized mask sequence. Figure 3 displays the suggested encryption scheme.
This combined methodology, integrating MLM for chaotic sequence generation and the AO algo-
rithm for DNA mask optimization, offers a robust and sophisticated approach to image encryption.
The results obtained through this procedure promise enhanced security and optimum performance
when transmitting and storing encrypted images.
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Fig. 3. Bloc diagram of the proposed encryption scheme.

4. Discussion and conclusion

This section is devoted to an in-depth analysis of the performance and detailed simulation results of
the encryption technique we have developed, the initial values of the MLM are: ¢1 = 3.9, ¢ = 3.98,
¢3 =4, 1 = 0.08, By = 0.06, B3 = 0.02. To evaluate the effectiveness of our approach, we have chosen
examples of color images such as “Building green cities” and “Tree”. The results of this analysis are
shown in Figure 4, displaying both the original image and the encrypted images. Looking closely at
these images, it is immediately apparent that no discernible relationship exists Among the original
and encrypted images. This lack of visual correlation reinforces the robustness of our encryption
system, ensuring adequate protection against any attempt at visual analysis. Figure 5 provides an
in-depth analysis, exposing the histograms of the original and encrypted images for the R, G and B
channels. This graphical representation highlights the uniform distribution of pixels in the encrypted
images, confirming the robustness of our system in the face of various statistical attacks. Entropy
data, presented in Table 3, further reinforces the resilience of our system. The entropy values of the
encrypted images exceed 7.990, approaching their theoretical value of 8 in relation to the original
images. This demonstrates the superior ability of our encryption algorithm to counter attacks aimed
at altering information entropy. Table 4 shows the correlation coefficients between the original and
encrypted images. While the correlation coefficients of the original image are highly correlated (close
to 1), those of the encrypted image show a low correlation (close to 0). This finding highlights the
significant effectiveness of our encryption system in protecting images against statistical attacks. In
summary, the results obtained through this performance analysis attest to the robustness, security, and
efficiency of our encryption system, positioning it as a reliable solution for protecting images against
various forms of attack.
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a b c d

(a) Original “Green-cities” image. (b) Encrypted “green cities” image.
(d) Encrypted “Tree” image.

Fig. 4. (¢) Original “Tree” image.

2000

50 100 150 200 250
b
Fig.5. (a) Histogram of the original image. (b) Histogram of the encrypted image.

Table 3. Information entropy.
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Anroputm wudppysaHHa RGB 300pa>keHHs1 Ha OCHOBI
onTumisaTtopa Apximega, xaocy ta JHK

Benuepxki A.', Taxipi M. A.!, Kapmyni X.2, Amsdigi M.,
Caitropi M.', Kmkimaa X.3, Txxamias M.O.2

L Tabopamopia inorcenepii, cucmem i 3acmocysans, Hauionaisvha wWrosa npuriaonus Hayk,
Vuieepcumem Cidi Moxameda Ben A6desna, Dec, Mapoxxo
2 Jlabopamopia cucmem i cmitixoeo naskoauwmvozo cepedosuwa (SED), @axyavmem inorcenepnuzx nayx (FSI),
ITpusammuti yrnisepcumem Deca (UPF), ®@ec, Mapoxko
3CED-ST, STIC, Jla6opamopis esexmponnux cuznarie ma smpopmavitinux cucmem LESSI, dxap Eav Mapes,
Daxyarvmem npupodnuvur wayk, Yrisepcumem Cidi Moxamed Bew Ab6deanax-Pes, Pec, Mapoxro

V it craTTi mpecTaB/eHO iHHOBaIfHMN MeTo mudpPyBaHHs 300paXKeHb, KWl BIa-
J10 noeaaye Moaudikosany Jorictuany kKapry (MLM), 1e30KkcupubGoHyKIIEIHOBY KUCIOTY
(OHK) i asnropurm onrumizarii Apximena (AO). Orpumana cucremMa po3JiiieHa Ha TPU OC-
HOBHI (ha3u, KOXKHA 3 AKUX BiJlirpac okpeMy poJib: ¢ha3a MepecTaHOBKU 3 BUKOPUCTAHHSIM
MoudikoBaHol JoricTudaHol KapTh, daza mudysil 3 Bukopucranusm JIHK i, maperrri,
daza onrumizarii, mo Brmodae AO. Ha erami onrumizanii AO ycmimHo po3ropraerbest
JJIs BUBHAYEHHS OMTUMAJIBHOI IIOCJIIIOBHOCTI MACOK it mndpyBanHs 300paxkenHs. [1pu-
MITHOIO OCODJIMBICTIO ITHOTO IIIXOY € HOro 37aTHICTh moKparryBaru sikicte macok JTHK,
PpOOISTIN TX CyMICHUMHE 31 CKJIATHOIO ITPUPOJIOI0 300pakeHb. Pe3yIbTaTu MOJIETIOBAHHS Ta,
OIlIHKN e(PEKTUBHOCTI CBiIIATH PO MPUIATHICTH 3aIIPOIOHOBAHOI CUCTEMU s mudpy-
BaHHSI KOJIbOPOBUX 300ParKeHb, IiIKPEC/IIOI0YN B TO# 2Ke Jac 11 BUCOKUil piBeHb OEe3MeKn.
Omun i3 HARBUIATHIINIIX ACIIEKTIB Ii€] METOIOJIOTIT MoJsirae B 11 3aTHOCTI IIiIBUIILYy BATH
E€HTPOIIII0, HAJAIOYN TAKUM YMHOM MiJIBUIIEHY CTIAKICTH JO0 PISHOMAHITHUX CTATUCTUIHUX
i mudepenmnianbaux atak. Iei miaxing miarBep/KeHO eKCIIepUMEHTAILHIMI PE3YIHbTATAMH,
IO TITBEP/KYE foro eeKTUBHICTD 1 3MIIHIOE HOr0 MO3UIII0 K HaTifHOTO Ta 6e3meTHo-
r'o pimrenHs /i mudpyBaHHsa 300paxkenb. 1le mociiKenns miKpec/ioe 3HaTHIN BHECOK
asropurmy AQO y KOHKpeTHY 06JsiacTh mudpyBaHHs 300paykeHb, MPOMOHYIOYN BEJIUKUN
BHECOK Yy PO3BUTOK METOJIB OE3MeKN B Il rarysi.

Kntouosi cnosa: onmuwmizamop Apzimeda; wudpysanms; mooudikosana a02icmusta
Kapma.
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